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Foreword

The Intergovernmental Panel on Climate Change (IPCC) was
jointly established by the World Meteorological Organization
and the United Nations Environment Programme in 1988, in
order to: (i) assess available scientific information on climate
change, (ii) assess the environmental and socioeconomic
impacts of climate change, and (iii) formulate response strate-
gies. The IPCC First Assessment Report was completed in
August 1990 and served as the basis for negotiating the UN
Framework Convention on Climate Change. The IPCC also
completed its 1992 Supplement and Climate Change 1994: Ra-
diative Forcing of Climate Change and an Evaluation of the
IPCC IS92 Emission Scenarios (0 assist the Convention process
further.

In 1992, the Panel reorganized its Working Groups II and
IIT and committed itself to complete a Sccond Assessment in
1995, not only updating the information on the same range of
topics as in the First Assessment but also including the new
subject area of technical issues related to the economic as-
pects of climate change. We applaud the IPCC for producing
its Second Assessment Report (SAR) as scheduled. We are
convinced that the SAR, like the earlier IPCC reports, will
become a standard work of reference, widely used by policy-
makers, scientists, and other experts.

This volume, which forms part of the SAR, has been pro-
duced by Working Group III of the IPCC and focuses on
the socioeconomic aspects of climate change. It consists of
eleven chapters covering the scope of the analysis, decision
making under uncertainty, equity issues. intertemporal equity
and discounting, applicability of cost and benefit assessments
to climate change, social costs of climate change, response op-
tions, conceptual issues related to estimating mitigation costs,
review of mitigation cost studies, integrated assessment of cli-
mate change. and an economic assessment of policy options
to address climate change.

As usual in the IPCC, success in producing this report has
depended on the enthusiasm and cooperation of numerous

busy economists and other experts worldwide. We are exceed-
ingly pleased to note here the very special efforts imple-
mented by the IPCC in ensuring the participation of experts
from the developing and transitional economy countries in its
activities, in particular in the writing, reviewing, and revising
of its reports. The experts from the developed, developing,
and transitional-economy countries have given of their time
very generously, and governments have supported them in the
enormous intellectual and physical cffort required, often go-
ing substantially beyond reasonable demands of duty. Without
such conscientious and professional involvement, the IPCC
would be greatly impoverished. We express to all these ex-
perts, and the governments that supported them, our grateful
and sincere appreciation for their commitment.

We take this opportunity to express our gratitude to the fol-
lowing individuals for nurturing another IPCC report through
to a successful completion:

Prof. Bolin, the Chairman of the IPCC, for his able leader-
ship and skilful guidance of the IPCC;

the Co-Chairs of Working Group III, Dr. James P. Bruce
(Canada) and Dr. Hoesung Lee (Korea);

the Vice Chairs of Working Group 111, Dr. Richard Odingo
(Kenya), Dr. Lorents Lorentsen (Norway), and his prede-
cessor Dr. Theodore Hanisch (Norway);

Dr. Erik F. Haites, the Head of the Technical Support Unit
of the Working Group and his staff, including Ms. Lori
Lawson and Ms. Vanda Dreja as well as Mr. David FFrancis
of Lanark House Communications, the technical editor, and
Ms. Kim Massicotte of Carriage Hill Design, the graphic
artist for the report:



ill Foreword

Mr. W.G.B. (Bill) Smith, who developed and, with the help and Dr. N. Sundararaman, the Secretary of the IPCC and
of his colleagues from Environment Canada — Mr. Mike his staff, including Mr. S. Tewunga, Mrs. R. Bourgeois,
Malone and Mr. Ralph Horne — implemented the system Ms. C. Ettori, and Ms. C. Tanikie.

for collating review comments;

G.O.P. Obasi
Secretary-General
World Meteorological Organization

Ms. E. Dowdeswell
Executive Director
United Nations Environment Programme



Preface

Responsibilities of Working Group III

Working Group III of the Intergovernmental Panel on Climate
Change (IPCC) was restructured in November 1992 to assess
“cross-cutting economic and other issues related to climate
change.” The first Plenary Session of the Working Group was
held in Montreal on 4-7 May, 1993. At this session, a pro-
posed plan for the Work Programme was developed and was
subsequently approved with a few changes at the IPCC Ple-
nary Session in Geneva, 29-30 June, 1993.

The Work Programme consisted of two parts: (1) an evalu-
ation of emission scenarios to be completed in time for inclu-

sion in the IPCC’s 1994 Special Report to the Conference of

the Parties (COP) to the Framework Convention on Climate
Change (FCCC), and (2) an assessment of the socioeconomic
literature related to climate change for the Second Assessment
Report.

Working Group III was charged with taking into account a
number of considerations, the first of which was:

It will place the socio-economic perspectives of climate
change in the context of sustainable development. In par-
ticular, and in accordance with the Framework Convention
on Climate Change, the work of the Working Group will be
comprehensive, cover all relevant sources, sinks and reser-
voirs of greenhouse gases and adaptation and comprise all
€conomic sectors.

The Working Group was also enjoined to assess available
literature in these fields, to avoid policy judgements, and to
recognize in its work the adopted Rio Declaration, Agenda
’21 and, in particular, the Framework Convention on Climate
Change.

The Working Group proceeded, after the May 1993 Ple-
nary, to seek government nominations of experts for writing
teams to cover the scope of the two reports (1994 and 1995).
IPCC has been fortunate in that countries nominated a number

of prominent economists, distinguished social scientists, and
other experts. This permitted the Working Group III bureau to
form an outstanding set of writing teams. All writing teams in-
cluded at least one expert from a developing country and
some teams had as many as three.

To reach out and learn from an even broader community of
experts in economics and the social sciences and to help cre-
ate awareness and participation in various regions, the Work-
ing Group sponsored four workshops, each with a topical and
aregional component. These were:

(1)  Policy Instruments and their Implications/Asia and Pa-
cific — Tsukuba, Japan, 17-20 January, 1994,

(2)  Greenhouse Gas Emissions Scenarios/Latin America
and Caribbean — Fortaleza, Brazil, 7-8 April, 1994.

(3) Top-Down and Bottom-Up Modelling: What Can We
Learn from Each Approach/Central and Eastern Europe —
Milan, ltaly, 27-29 April, 1994.

(4) Equity and Social Considerations/Africa — Nairobi,
Kenya, 18-22 July, 1994.

Proceedings of Workshops | and 4 have been published as ad-
ditional contributions from Working Group III.

Working Group I also contributed to the TPCC-wide
workshop on Article 2 of the FCCC held in Fortaleza, Brazil,
10-15 October, 1994.

Evaluation of Emissions Scenarios

A chapter entitled Evaluation of IS92 Emission Scenarios to-
gether with a Summary for Policymakers based on the chapter
were published in IPCC’s 1994 Special Report entitled Cli-
mate Change 1994. The Summary for Policymakers was ap-
proved and the underlying chapter was accepted by Plenary
Sessions of the Working Group in Geneva 6-7 September,
1994, and Nairobi, 7-9 November 1994.
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Responsibilities of Working Group IIT

Working Group III of the Intergovernmental Panel on Climate
Change (IPCC) was restructured in November 1992 to assess
“cross-cutting economic and other issues related to climate
change.” The first Plenary Session of the Working Group was
held in Montreal on 4-7 May, 1993. At this session, a pro-
posed plan for the Work Programme was developed and was
subsequently approved with a few changes at the IPCC Ple-
nary Session in Geneva, 29-30 June, 1993.

The Work Programme consisted of two parts: (1) an evalu-
ation of emission scenarios to be completed in time for inclu-

sion in the IPCC’s 1994 Special Report to the Conference of

the Parties (COP) to the Framework Convention on Climate
Change (FCCC), and (2) an assessment of the socioeconomic
literature related to climate change for the Second Assessment
Report.

Working Group III was charged with taking into account a
number of considerations, the first of which was:

It will place the socio-economic perspectives of climate
change in the context of sustainable development. In par-
ticular, and in accordance with the Framework Convention
on Climate Change, the work of the Working Group will be
comprehensive, cover all relevant sources, sinks and reser-
voirs of greenhouse gases and adaptation and comprise all
economic sectors.

The Working Group was also enjoined to assess available
literature in these fields. to avoid policy judgements. and to
recognize in its work the adopted Rio Declaration. Agenda
’21 and, in particular, the Framework Convention on Climate
Change.

The Working Group proceeded. after the May 1993 Ple-
nary, to seek government nominations of experts for writing
teams to cover the scope of the two reports (1994 and 1995).
IPCC has been fortunate in that countries nominated a number

of prominent economists, distinguished social scientists. and
other experts. This permitted the Working Group HI burcau to
form an outstanding set of writing teams. All writing teams in-
cluded at least one expert from a developing country ind
some teams had as many as three.

To reach out and learn from an even broader community ol
experts in economics and the social sciences and to help cre-
ate awareness and participation in various regions, the Work-
ing Group sponsored four workshops, cach with a topical and
a regional component. These were:

(1) Policy Instruments and their Implications/Asia and Pa-
cific — Tsukuba, Japan, 17-20 January, 1994,

(2)  Greenhouse Gas Emissions Scenarios/Latin America
and Caribbean — Fortaleza, Brazil, 7-8 April, 1904,

(3) Top-Down and Bottom-Up Modelling: What Can We
Learn from Each Approach/Central and Eastern Europe
Milan, Italy, 27-29 April, 1994.

(4) Equity and Social Considerations/Africa — Nuirobi.
Kenya, 18-22 July, 1994.

Proceedings of Workshops | and 4 have been published as ad-
ditional contributions from Working Group 1.

Working Group HI also contributed to the IPCC-wide
workshop on Article 2 of the FCCC held in Fortaleza, Brasil.
10-15 October, 1994.

Evaluation of Emissions Scenarios

A chapter entitled Evaluation of 1S92 Emission Scenarios (o
gether with a Summary for Policymakers based on the chupter
were published in IPCC's 1994 Special Report entitled ¢ 7/i-
mate Change 1994. The Summary for Policymakers was ap-
proved and the underlying chapter was accepted by Plenars
Sessions of the Working Group in Geneva 6-7 September.
1994, and Nairobi, 7-9 November 1994,



The evaluation of emission scenarios built “heavily on the
work of the IPCC 1992 Update report, which contained six
greenhousc gas emission scenarios.” The peer and government
reviews were undertaken concurrently because of the short
time frame to meet deadlines for the 1994 Special Report.

The Working Group I11 Burcau wishes to thank the lead au-
thors of the chapter on evaluation of emissions scenarios —
Joseph Alcamo, Alex Bouwman, James Edmonds, Arnulf
Griibler, Tsuneyuki Morita, and Aca Sugandhy — for their hard
work under severe time constraints.

Assessment of the Socioeconomic Literature

The Working Group I contribution to the 1PCC’s Second
Assessment Report, which follows, contains a Summary for
Policymakers and cleven chapters. The Summary for Policy-
makers draws on the chapters, and its sections follow the
sequence of chapters for easy reference. The chapters are an
assessment of the available literature in economics, and to a
lesser extent in other social sciences, covering the full range
of topics identified in Working Group III's approved Work
Programme.

For its contribution to the Second Assessment Report, the
Working Group followed the IPCC procedures for, first, a
peer review and, subsequently, a government and organiza-
tions review. Each review resulted in many valuable com-

Preface

ments and suggestions and thus in significant revisions to
both the chapters and the Summary for Policymakers.

The Summary for Policymakers was revised and approved
by Plenary Sessions of the Working Group in Geneva, 25-28
July and Montreal, 11-13 October, 1995. The latter session
also accepted the underlying technical report.

According to IPCC procedures the Summary for Policy-
makers is approved in detail by country representatives. The
resulting Summary for Policymakers is thus an intergovern-
mentally negotiated text. In the course of these negotiations
some of the draft text recommended by the Working Group III
Burcau was deleted and in a few places, where agreement
could not be reached. differing views of the findings are pre-
sented. Although the country representatives of the Working
Group accept the underlying technical report, it is not re-
viewed in detail and its contents remain the responsibility of
the lead authors. The reader wishing to have a short résumé of
the findings of the writing teams is referred to the summaries
at the beginning of each chapter.

The Working Group, lead authors, Bureau, and Technical
Support Unit of Working Group III hope that this assessment
of the socioeconomic literature will provide information of
value to all concerned with climate change. In particular, it is
our hope that it will assist countries individually and collec-
tively within the FCCC to develop appropriate responses to
climate change.
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SUMMARY FOR POLICYMAKERS

1 Introduction

Working Group III of the Intergovernmental Panel on Climate
Change (IPCC) was restructured in November 1992 and
charged with conducting “technical assessments of the socio-
economics of impacts, adaptation, and mitigation of climate
change over both the short and long term and at the regional and
global levels.” Working Group III responded to this charge by
further stipulating in its work plan that it would place the socio-
economic perspectives in the context of sustainable development,
and, in accordance with the Framework Convention on Climate
Change (FCCC), provide comprehensive treatment of both miti-
gation and adaptation options while covering all economic sec-
tors and all relevant sources of greenhouse gases and sinks.

This report assesses a large part of the existing literature on
the socioeconomics of climate change and identifies areas in
which a consensus has emerged on key issues and areas where
differences exist.! The chapters have been arranged to cover
several key issues. First, frameworks for socioeconomic assess-
ment of costs and benefits of action and inaction are described.
Particular attention is given to the applicability of cost-benefit
analysis, the incorporation of equity and social considerations,
and consideration of intergenerational equity issues. Second,
the economic and social benefits of limiting greenhouse gas
emissions and enhancing sinks are reviewed. Third, the eco-
nomic, social, and environmental costs of mitigating green-
house gas emissions are assessed. Next, generic mitigation and
adaptation response options are reviewed. methods for assess-
ing the costs and effectiveness of different response options are
summarized, and integrated assessment techniques are dis-
cussed. Finally. the report provides an economic assessment of
policy instruments to combat climate change.

In accordance with the approved work plan, this assess-
ment of the socioeconomic literature related to climate change
focusses on economic studies: material from other social sci-
ences is found mostly in the chapter on equity and social con-
siderations. The report is an assessment of the state of
knowledge — what we know and do not know — and not a pre-
scription for policy implementation.

Countries can use the information in this report to help take
decisions they believe are most appropriate for their specific
circumstances.

2 Scope of the Assessment

Climate change presents the decision maker with a set of
formidable complications: a considerable number of re-

maining uncertainties (which are inherent in the complexity
of the problem), the potential for irreversible damages or
costs, a very long planning horizon, long time lags between
emissions and effects, wide regional variation in causes and
effects, an irreducibly global scope of the problem, and
the need to consider multiple greenhouse gases and aero-
sols. Yet another complication arises from the fact that ef-
fective protection of the climate system requires global
cooperation.

Nevertheless, a number of insights that may be useful to
policymakers can be drawn from the literature:

« Analyses indicate that a prudent way to deal with cli-
mate change is through a portfolio of actions aimed at
mitigation, adaptation, and improvement of knowl-
edge. The appropriate portfolio will differ for cach
country. The challenge is not to find the best policy to-
day for the next 100 years, but to select a prudent strat-
egy and to adjust it over time in the light of new
information.

» Earlier mitigation action may increase flexibility in
moving toward stabilization of atmospheric concentra-
tions of greenhouse gases (U.N. Framework Convention
on Climate Change. Article 2). The choice of abatement
paths involves balancing the economic risks of rapid
abatement now (that premature capital stock retirement
will later be proved unnccessary) against the corre-
sponding risk of delay (that more rapid reduction will
then be required, necessitating premature retirement of
future capital stock).

e The literature indicates that significant “no regrets™?
opportunities are available in most countries and that
the risk of aggregate net damage due to climate change,
consideration of risk aversion, and application of the
precautionary principle provide rationales for action be-
yond no regrets.

o The value of better information about climate change
processes and impacts and society’s responses to them
is likely to be great. In particular, the literature accords
high value to information about climate sensitivity to
greenhouse gases and aerosols, climate change dam-
age functions, and variables such as determinants of
economic growth and rates of energy efficiency im-
provements. Better information about the costs and
benefits of mitigation and adaptation measures and
how they might change in coming decades also has a
high value.
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« Analysis of economic and social issues related to cli-
mate change, especially in developing countries where
little work of this nature has been carried out, is a high
priority for research. More generally, research is needed
on integrated assessment and analysis of decision mak-
ing related to climate change. Further, research advanc-
ing the economic understanding of nonlinearities and
new theories of economic growth is also needed. Re-
search and development related to energy efficiency
technologies and nonfossil energy options also offer
high potential value. In addition, there is also a need for
research on the development of sustainable consump-
tion patterns.

A portfolio of possible actions that policymakers could con-
sider, in accordance with applicable international agreements,
to implement low cost and/or cost-effective measures to re-
duce emissions of greenhouse gases and adapt to climate
change can include:

« implementing energy efficiency measures including the
removal of institutional barriers to energy efficiency
improvements;

« phasing out existing distortionary policies and practices
that increase greenhouse gas emissions, such as some
subsidies and regulations, noninternalization of envi-
ronmental costs, and distortions in transport pricing;

o implementing cost-effective fuel switching measures
from more to less carbon-intensive fuels and to carbon-
free fuels such as renewables;

« implementing measures to enhance sinks or reservoirs
of greenhouse gases such as improving forest manage-
ment and land use practices;

« implementing measures and developing new techniques
for reducing methane. nitrous oxide. and other green-
house gas emissions;

o encouraging forms of international cooperation to limit
greenhouse gas emissions, such as implementing co-
ordinated carbon/energy taxes. activities implemented
jointly. and tradeable quotas:

« promoting the development and implementation of na-
tional and international energy etficiency standards;

« promoting voluntary actions to reduce greenhouse gas
emissions:

« promoting education and training, implementing infor-
mation and advisory measures for sustainable devel-
opment and consumption patterns that will facilitate
climate change mitigation and adaptation;

« planning and implementing measures to adapt to the
consequences of climate change:

o undertaking rescarch aimed at better understanding the
causes and impacts of climate change and facilitating
more ctfective adaptation to it:

o conducting technological rescarch aimed at minimizing
emissions of greenhouse gases from continued use of

fossil fuels and developing commercial nonfossil en-
ergy sources;

« developing improved institutional mechanisms, such as
improved insurance arrangements, to share the risks of
damages due to climate change.

Contribution of economics

« Estimates of the costs and benefits of stabilizing green-
house gas concentrations are sensitive to, inter alia, the
ultimate target concentration, the emissions path toward
this level, the discount rate, and assumptions concern-
ing the costs and availability of technologies and prac-
tices.

« Despite its widespread use in economic policy evalua-
tion, Gross Domestic Product is widely recognized to be
an imperfect measure of a society’s well-being, largely
because it fails to account for degradation of the envi-
ronment and natural systems. Other methodologies exist
that try to take these nonmarket values and social and
ecological sustainability into account. Such methodolo-
gies would provide a more complete indication of how
climate change might affect society’s well-being.

» Given the interrelated nature of the global economic
system, attempts to mitigate climate change through ac-
tions in one region or sector may have offsetting eco-
nomic effects that risk increasing the emissions of other
regions and sectors (so-called leakages). These emis-
sion leakages can be lessened through coordinated ac-
tions of groups of countries.

» The literature suggests that flexible, cost-effective poli-
cies relying on economic incentives and instruments, as
well as coordinated instruments, can considerably re-
duce mitigation or adaptation costs, or increase the cost-
effectiveness of emission reduction measures.

Equity considerations

In considering equity principles and issues related to green-
house gas emissions, it is important for policy consideration
to take into account in particular Articles 3, 4.2a, and 11.2 of
the Framework Convention on Climate Change, Principle 2 of
the Rio Declaration, and general principles of international
law.

Scientific analyses cannot prescribe how equity should be
applied in implementing the Framework Convention on Cli-
mate Change, but analysis can clarify the implications of al-
ternative choices and their ethical basis.

« Developing countries require support for institutional
and endogenous capacity building. so that they may ef-
fectively participate in climate change decision making.

« It is important that both efficiency and equity concerns
be considered during the analysis of mitigation and
adaptation measures. For the purposes of analysis, it is
possible to separate efficiency from equity. This analyti-
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cal separation presupposes that (and is valid, for policy
purposes, only if) effective institutions exist or can be
created for appropriate redistribution of climate change
costs. It may be worthwhile to conduct analyses of the
equity implications of particular measures for achieving
efficiency, including social considerations and impacts.

3 Decision Making Frameworks for Addressing
Climate Change

Since climate change is a global issue, comprehensive analy-
ses of mitigation, adaptation, and research measures are
needed to identify the most efficient and appropriate strategy
to address climate change. International decision making re-
lated to climate change as established by the FCCC is a col-
lective process in which a variety of concerns, such as equity,
ecological protection, cconomics, ethics, and poverty-related
issues, are of special significance for present and future gen-
erations. Treatments of decision making under uncertainty,
risk aversion, technology development and diffusion pro-
cesses, and distributional considerations are at present rela-
tively poorly developed in international environmental
economics, and especially in the climate change literature.

Decision making related to climate change must take into
account the unigue characteristics of the “problem”: large un-
certainties (scientific and economic), possible nonlinearities
and irreversibilities, asymmetric distribution of impacts geo-
graphically and temporally, the very long time horizon, and
the global nature of climate change with the associated poten-
tial for free riding. Beyond scientific uncertainties (discussed
in Volume 1) and impact uncertainties (Volume 2), socioeco-
nomic uncertainties relate to estimates of how these changes
will affect human society (including direct economic and
broader welfare impacts) and to the socioeconomic implica-
tions of emission abatement.

The other dimension that magnifics uncertainties and com-
plicates decision making is geographical: climate change is a

global problem encompassing an incredibly diverse mix of

human societies, with differing histories. circumstances, and
capabilities. Many developing countries are in relatively hot
climates, depend more heavily on agriculture, and have less
well developed infrastructures and social structures: thus, they
may suffer more than average, perhaps much more. In devel-
oped countries, therc may also be large climate change im-
pacts.

The literature also emphasizes that delaying responses is
itself a decision involving costs. Some studies suggest that the
cost of delay is small, others emphasize that the costs could
include imposition of risks on all parties (particularly the most
vulnerable), greater utilization of limited atmospheric capac-
ity, and potential deferral of desirable technical development.
No consensus is reflected in the literature.

The global nature of the problem — necessitating collective
action by sovereign states — and the large differences in the
circumstances of different parties raise consequential as well
as procedural issues. Consequential issues relate to outcomes

whereas procedural issues relate to how decisions are made.
In relation to climate change. the existence of an agreed legal
framework involves a collective process within a negotiated
framework (the FCCC). Accordingly decision making can be
considered within three different categories of frameworks,
each with different implications and with distinct foci: global
optimization (trying to find the globally optimal result), pro-
cedural decision making (establishing and refining rules of
procedure), and collective decision making (dealing with dis-
tributional issues and processes involving the interaction of
numerous independent decision makers).

Application of the literature on decision making to climate
change provides elements that can be used in building collec-
tive and/or market-oriented strategies for sharing risks and re-
alizing mutual benefits. The literature suggests that actions he
sequential (temporally distributed), that countries implement
a portfolio of mitigation, adaptation, and rescarch measures,
and that they adjust this portfolio continuously in response to
new knowledge. The potential for transfers of financial re-
sources and technology to developing countries may be con-
sidered as a part of any comprehensive analytical framework.

Elements of a market-related strategy concern insurance
and markets for risk. Pooling risk does not change the risk,
but it can improve economic cffictency and welfare. Although
insurance capable of sharing climate change risks on a global
basis currently does not exist, one of the important potential
gains from cooperating in a collective framework, such as the
Framework Convention on Climate Change, is that of risk
sharing. Creating an insurance system to cover the risks of ¢li-
mate change is difficult,’ and the international community has
not yet established such sophisticated instruments. This does
not preclude, however, future international action to establish
insurance markets sufficient for some international nceds.

4 Equity and Social Considerations

Equity considerations are an important aspect of climate
change policy and of the Convention. In common language
equity means “the quality of being impartial” or “something
that is fair and just.” The FCCC, including the references to
equity and equitable in Articles 3.1, 4.2.a, and 11.2, provides
the context for efforts to apply equity in mecting the purposes
and the objective of the Convention. International law, includ-
ing relevant decisions of the International Court of Justice,
may also provide guidance.

A variety of cthical principles, including the importance of
meeting people’s basic needs, may be relevant to addressing
climate change. but the application to relations among states
of principles originally developed to guide individual behav-
iour is complex and not straightforward. Climate change poli-
cies should not aggravate cxisting disparitics between one
region and another or attempt to redress all equity issues.

Equity involves procedural as well as consequential is-
sues. Procedural issues relate to how decisions are made
whereas consequential issues relate to outcomes. To be effec-
tive and to promote cooperation, agreements must be re-



8 Climate Change 1995 — Economic and Social Dimensions of Climate Change

garded as legitimate, and equity is an important element in
gaining legitimacy.

Procedural cquity encompasses process and participation
issues. It requires that all parties be able to participate effec-
tively in international negotiations related to climate change.
Appropriate mcasures to enable developing country parties to
participate cffectively in negotiations increase the prospects
for achicving effective, lasting, and equitable agreements on
how best to address the threat of climate change. Concern
about equity and social impacts indicates the need to build en-
dogenous capabilitics and strengthen institutional capacities,
particularly in developing countries, to make and implement
collective decisions in a legitimate and equitable manner.

Consequential equity has two components: the distribution
of the costs of damages or adaptation and of measures to miti-
gate climate change. Because countries differ substantially
in vulnerability, wealth, capacity. resource endowments, and
other factors listed below, the costs of the damages, adapta-
tion, and mitigation may be borne incquitably, unless the dis-
tribution of these costs is addressed explicitly.

Climate change is likely to impose costs on future genera-
tions and on regions where damages occur, including regions
with low greenhouse gas emissions. Climate change impacts
will be distributed unevenly.

The Convention recognizes in Article 3.1 the principle of
common but differentiated responsibilitics and respective ca-
pabilities. Actions beyond “no regrets”™ measures impose costs
on the present generation. Mitigation policies unavoidably
raise issues about how to share the costs. The intial emission
limitation intentions of Annex I parties represent an agreed
collective first step of those parties in addressing climate
change.

Equity arguments can support a varicty of proposals to dis-
tribute mitigation costs. Most of them seem to cluster around
two main approaches: equal per capita emission allocations
and allocations based on incremental departures from national
bascline emissions (current or projected). Some proposals
combine these approaches in an cffort to incorporate cquity
concerns not addressed by relying exclusively on one or the
other approach. The IPCC can clarify scientifically the impli-
cations of ditferent approaches and proposals. but the choice
of particular proposals is a policy judgment.

There are substantial variations among both developed and
developing countries that are relevant to the application of eq-
uity principles to mitigation. These include vanations in his-
torical and cumulative emissions, current total and per capita
emissions, emission intensities and economic output, and fac-
tors such as wealth. energy structures, and resource endow-
ments. The literature is weak on the equity implications of
these variations among both developed and developing coun-
tries.

In addition. the implications of climate change for devel-
oping countries are difterent from those for developed coun-
tries. The former often have different urgent priorities, weaker
institutions, and are generally more vulnerable o climate
change. [t s likely, however. that developing countries’ share
of emissions will grow further to meet their social and devel-
opmental needs. Greenhouse gas emissions are likely to be-

come increasingly global, while substantial per capita dispari-
ties are likely to remain.

It is important that both efficiency and equity concerns
should be considered during the analysis of mitigation and
adaptation measures. It may be worthwhile to conduct analyses
of the equity implications of particular measures for achieving
efficiency, including social considerations and impacts.

5 Intertemporal Equity and Discounting

Climate policy, like many other policy issues, raises particular
questions of equity among generations, because future gener-
ations are not able to influence directly the policies being cho-
sen today that could affect their well-being, and because it
might not be possible to compensate future generations for
consequent reductions in their well-being.

Sustainable development is one approach to intergenera-
tional equity. Sustainable development meets “the needs of
the present without compromising the ability of future genera-
tions to meet their own needs.” A consensus exists among
economists that this does not imply that future generations
should inherit a world with at least as much of every resource.
Nevertheless, sustainable development would require that use
of exhaustible natural resources and environmental degrada-
tion be appropriately offset — for example, by an increase in
productive assets sufficient to enable future generations to ob-
tain at least the same standard of living as those alive today.
There are diffcrent views in the literature on the extent to
which infrastructure and knowledge, on the one hand, and
natural resources, such as a healthy environment, on the other
hand. are substitutes. This is crucial to applying these con-
cepts. Some analysts stress that there are exhaustible re-
sources that are unique and cannot be substituted for. Others
belicve that current generations can compensate future gener-
ations for decreases in the quality or quantity of environmen-
tal resources by increases in other resources.

Discounting is the principal analytical tool economists use
to compare economic effects that occur at different points in
time. The choice of discount rate is of crucial technical impor-
tance for analyses of climate change policy, because the time
horizon is extremely long. and mitigation costs tend to come
much earlier than the benefits of avoided damages. The higher
the discount rate. the less future benefits and the more current
costs matter in the analysis.

Selection of a social discount rate is also a question of val-
ues since it inherently relates the costs of present measures to
possible damages suffered by future generations if no action
is taken.® How best to choose a discount rate is. and will likely
remain, an unresolved question in economics. Partly as a
consequence. different discount rates are used in different
countrics. Analysts typically conduct sensitivity studies using
various discount rates. It should also be recognized that the
social discount rate presupposes that all effects are trans-
formed to their equivalent in consumption. This makes it dif-
ticult to apply to those nonmarket impacts of climate change
which for ethical reasons might not be. or for practical reasons
cannot be. converted into consumption units.
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The literature on the appropriate social discount rate for
climate change analysis can be grouped into two broad cate-
gories. One approach discounts consumption by different gen-
erations using the “social rate of time preference,” which is
the sum of the rate of “pure time preference” (impatience) and
the rate of increase of welfare derived from higher per capita
incomes in the future. Depending on the values taken for the
different parameters the discount rate tends to fall between
0.5% and 3.0% per year on a global basis — using the above
approach. Although wide variations in regional discount rates
exist, they may still be consistent with a particular global av-
erage.

The second approach to the discount rate considers market
returns to investment, which range between 3% and 6% in
real terms for long-term, risk-free public investments. Con-
ceptually, funds could be invested in projects that earn such
returns, with the proceeds being used to increase the con-
sumption for future generations.

The choice of the social discount rate for public investment
projects is a matter of policy preference but has a major im-
pact on the economic evaluation of climate change actions.t
For example, in today’s dollars, $1,000 of damage 100 years
from now would be valued at $370 using a 1% discount rate
(near the low end of the range for the first approach) but
would be valued at $7.60 using a 5% discount rate (near the
upper end of the range for the second approach). However, in
cost-effectiveness analyses of policies over short time hori-
zons, the impact of using different discount rates is much
smaller. In all areas analysts should specify the discount
rate(s) they use to facilitate comparison and aggregation of
results.

6 Applicability of Cost and Benefit Assessments

Many factors need to be taken into account in the evaluation
of projects and public policy issues related to climate change,
including the analysis of possible costs and benefits. Although
costs and benefits cannot all be measured in monetary terms,
various techniques exist which offer a useful framework for
organizing information about the consequences of alternative
actions for addressing climate change.

The family of analytical techniques for examining eco-
nomic environmental policies and decisions includes tradi-
tional project level cost-benefit analysis. cost-effectiveness
analysis, multicriteria analysis, and decision analysis. Tradi-
tional cost-benefit analysis attempts to compare all costs and
benefits expressed in terms of a common monetary unit. Cost-
effectiveness analysis seeks to find the lowest cost option to
achieve an objective specified using other criteria. Multicrite-
ria analysis 1s designed to deal with problems where some
benefits and/or costs are measured in nonmonetary units. De-
cision analysis focusses specifically on making decisions un-
der uncertainty.

In principle, this group of techniques can contribute to im-
proving public policy decisions concerning the desirable ex-
tent of actions to mitigate global climate change, the timing of
such actions. and the methods to be employed.

9

Traditional cost-benefit analysis is based on the concept
that the level of emission control at cach point in time is de-
termined such that marginal costs equal marginal benefits.
However, both costs and benefits may be hard, sometimes
impossible, to assess. This may be due to large uncertainties,
possible catastrophes with very small probabilities, or simply
lack of consistent methodology for monetizing the effects. In
some of these cases, it may be possible to apply multicriteria
analysis. This provides policymakers with a broader set of in-
formation, including evaluation of relevant costs and benefits,
estimated within a common framework.

Practical application of traditional cost-benefit analysis to
the problem of climate change is therefore difficult because of
the global, regional, and intergenerational nature of the prob-
lem. Estimates of the costs of mitigation options also vary
widely. Furthermore, estimates of potential physical damages
due to climate change also vary widely. In addition, confi-
dence in monetary estimates for important consequences (es-
pecially nonmarket consequencesy is low. These uncertainties
and the resolution of uncertainty over time may be decisive
for the choice of strategies to combat climate change. The ob-
jective of decision analysis is to deal with such problems. Fur-
thermore, for some categories of ecological, cultural and human
health impacts, widely accepted cconomic concepts of value
are not available. To the extent that some impacts and mca-
sures cannot be valued in monetary terms, cconomists aug-
ment the traditional cost-benefit analysis approach with such
techniques as multicriteria analysis, permitting some guanti-
tative expression of the trade-offs to be made. These tech-
niques do not resolve questions involving equity — for
example, determining who should bear the costs. However,
they provide important information on the incidence of
damage, mitigation, and adaptation costs, and where cost-
effective action might be taken.

Despite their many imperfections, these techniques pro-
vide a valuable framework for identifying essential questions
that policymakers must face when dealing with climate
change, namely:

« By how much should the emissions of greenhouse gases
be reduced?
«  When should emissions be reduced?

¢ How should emissions be reduced?

These analytical techniques assist decision makers in compar-
ing the consequences of alternative actions, including that of
no action, on a quantitative basis — and can certainly make a
contribution to resolution of these questions.

7 The Social Costs of Anthropogenic Climate
Change: Damages of Increased Greenhouse
Gas Emissions

The literature on the subject of this section is controversial
and mainly based on research done on developed countries,
often extrapolated to developing countries. There is no con-
sensus about how to value statistical lives or how to aggregate
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statistical lives across countries.” Monetary valuation should
not obscure the human consequences of anthropogenic cli-
mate change damages, because the value of life has meaning
beyond monetary considerations. It should be noted that the
Rio Declaration and Agenda 21 call for human beings to re-
main at the centre of sustainable development. The approach
taken to this valuation might affect the scale of damage reduc-
tion strategies. It may be noted that in virtually all the lit-
crature discussed in this section the developing country
statistical lives have not been equally valued at the developed
country value, nor are other damages in developing countries
cqually valued at the developed country value. Because
national circumstances, including opportunity costs, differ,
cconomists sometimes evaluate certain kinds of impacts dif-
ferently amongst countries.

The benefits of limiting greenhouse gas emissions and en-
hancing sinks are (a) the climate change damages avoided and
(b) the secondary benefits associated with the relevant poli-
cies. Secondary bencefits include reductions in other pollutants
jointly produced with greenhouse gases and the conservation
of biological diversity. Net climate change damages include
both market and nonmarket impacts as far as they can be
quantified at present and. in some cases. adaptation costs.
Damages are expressed in net terms to account for the fact
that there arc some beneficial impacts of climate change as
well, which are, however, dominated by the damage costs.
Nonmarket impacts. such as human health, risk of human
mortality, and damage to ecosystems, form an important com-
ponent of available estimates of the social costs of climate
change. The literature on monetary valuation of such nonmar-
ket effects reflects a number of divergent views and ap-
proaches. The estimates of nonmarket damages. however, are
highly speculative and not comprehensive.

Nonmarket damage estimates are a source of major uncer-
tainty in assessing the implications of global climate change
for human welfare. Some regard monetary valuation of such
impacts as essential to sound decision making. but others re-
jeet monetary valuation of some impacts, such as risk of hu-
man mortality, on cthical grounds. Additionally, there is a
danger that entire unique cultures may be obliterated. This is
not something that can be considered in moncetary terms. but
becomes a question of loss of human diversity. for which we
have no indicators to measure economic value,

The assessed hiterature contains only a few estimates of the
monetized damages associated with doubled CO, cquivalent
concentration scenarios. These estimates are aggregated to a
global scale and illustrate the potential impacts of climate
change under selected scenarios. Aggregating individual mon-
ctized damages to obtain total social weltare impacts involves
difficult decisions about equity amongst countrics. Global esti-
mates are based on an aggregation of monetary damages
across countries (damages which are themselves implicit ag-
gregations across individuals) that reflects intercountry ditfer-
ences in wealth and income. This fundamentally influences the
monetary valuation of damages. Taking income differences as
given implies that an equivalent impact in two countries (such
as an equal increase in human mortality) would receive very
ditferent weights in the calculation of global damages.

To enable choices between different ways of promoting hu-
man welfare to be made on a consistent basis, economists
have for many years sought to express a wide range of human
and environmental impacts in terms of monetary equivalents,
using various techniques. The most commonly used of those
techniques is an approach based on the observed willingness
to pay for various nonmarket benefits.® This is the approach
that has been taken in most of the assessed literature.

Human life is an element outside the market, and societies
may want to preserve it in an equal way. An approach that in-
cludes equal valuation of impacts on human life wherever
they occur may yield different global aggregate estimates than
those reported below. For example, equalizing the value of a
statistical life at a global average could leave total global
damage unchanged but would increase markedly the share of
these damages borne by the developing world. Equalizing the
value at the level typical in developed countries would in-
crease monetized damages several times, and would further
increase the share of the developing countries in the total
damage estimate.

Other aggregation methods can be used to adjust for differ-
ences in the wealth or incomes of countries in calculations of
monetary damages. Because estimates of monetary damage
tend to be a higher percentage of national GDP for low-
income countries than for high-income countries, aggregation
schemes that adjust for wealth or income effects are expected
to yield higher estimates of global damages than those pre-
sented in this report.

The assessed literature quantifying total damages from
2-3°C warming provides a wide range of point estimates for
damages, given the presumed change in atmospheric green-
house gas concentrations. The aggregate estimates tend to be
a few percent of world GDP, with, in general, considerably
higher estimates of damage to developing countries as a share
of their GDP. The aggregate estimates are subject to consider-
able uncertainty, but the range of uncertainty cannot be
gauged from the literature. The range of estimates cannot be
interpreted as a confidence interval, given the widely differ-
ing assumptions and methodologies in the studies. As noted
above, aggregation is likely to mask even greater uncertain-
ties about damage components.

Regional or sectoral approaches to estimating the conse-
quences of climate change include a much wider range of esti-
mates of the net economic effects. For some areas, damages
are estimated to be significantly greater and could negatively
affect economic development. For others, climate change is
estimated to increase economic production and present oppor-
tunities for economic development. For countries generally
having a diversitied, industrial economy and an educated and
flexible labour force. the limited set of published estimates
of damages are of the order one to a few percent of GDP.
For countries generally having a specialized and natural
resource-based economy (e.g.. heavily emphasizing agriculture
or forestry). and a poorly developed and land-tied labour force,
estimates ol damages from the few studies available are sev-
eral times larger. Small islands and low-lying coastal areas are
particularly vulnerable. Damages from possible large-scale
catastrophes, such as major changes in ocean circulation, are
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not reflected in these estimates. There is little agreement
across studies about the exact magnitude of each category of
damages or relative ranking of the damage categories.? Cli-
mate changes of this magnitude are not expected to be real-
ized for several decades, and damages in the interim could be
smaller. Damages over a longer period of time might be
greater.'0

IPCC does not endorse any particular range of values for
the marginal damage of CO, emissions, but published esti-
mates range between $5 and $125 (1990 U.S.) per tonne of
carbon emitted now. This range of estimates does not repre-
sent the full range of uncertainty. The estimates are also based
on models that remain simplistic and are limited representa-
tions of the actual climate processes and are based on earlier
IPCC scientific reports. The wide range of damage estimates
reflects variations in model scenarios, discount rates, and
other assumptions. It must be emphasized that the social cost
estimates have a wide range of uncertainty because of limited
knowledge of impacts, uncertain future technological and so-
cioeconomic developments, and the possibility of catastrophic
events or surprises.

8 Generic Assessment of Response Strategies

A wide range of technologies and practices is available for
mitigating emissions of carbon dioxide, methane, nitrous ox-
ide, and other greenhouse gases. There are also many adapta-
tion measures available for responding to the impacts of
climate change. All these technologies, practices, and mea-
sures have financial and environmental costs as well as bene-
fits. This section surveys the range of options currently
available or discussed in the literature. The optimal mix of re-
sponse options will vary by country and over time as local
conditions and costs change.
A review of CO, mitigation options suggests that:

« A large potential for cost-effective energy conservation
and efficiency improvements in energy supply and energy
use exists in many sectors. These options offer economic
and environmental benefits in addition to reducing emis-
sions of greenhouse gases. Various of these options can
be deployed rapidly due to small unit size, modular de-
sign characteristics, and low lifetime costs.

« The options for CO, mitigation in energy use include
alternative methods and efficiency improvements
among others in the construction, residential, commer-
cial, agriculture, and industry sectors. Not all cost-
effective strategies are based on new technology: some
may rely on improved information dissemination and
public education, managerial strategies. pricing poli-
cies, and institutional reforms.

« Estimates of the technical potential for switching to less
carbon-intensive fuels vary regionally and with the type
of measure and economic availability of reserves of fos-
sil and alternative fuels. These estimates must also take
into account potential methane emissions from leakage
of natural gas during production and distribution.

1

o Renewable energy technologies (e.g.. solar, hydroelee-
tric, wind, traditional and modern biomass. and ocean
thermal energy conversion) have achieved different lev-
els of technical development, economic maturity. and
commercial readiness. The potential of thesc cnergy
sources is not fully realized. Cost estimates for these
technologies are sensitive to site-specific characteris-
tics, resource variability, and the form of final cnerey
delivered. These cost estimates vary widely.

e Nuclear energy'! is a technology that has been deployed
for several decades in many countries. However. a num-
ber of factors have slowed the expansion of nuclear
power, including: (a) wary public perceptions resulting
from nuclear accidents. (b) not yet fully resolved issues
concerning reactor safety, proliferation of fissile mater-
ial, power plant decommissioning, and long-term dis
posal of nuclear waste, as well as, in some mstances.
lower-than-anticipated levels of demand for clectricity.
Regulatory and siting difficulties have increased con-
struction lead times, leading to higher capital costs for
this option in some countries. If these issues, including
inter alia the social, political, and environmental as-
pects mentioned above, can be resolved, nuclear encrgy
has the potential to increase its present share in world-
wide energy production.

o CO, capture and disposal may be ultimately limited for
technical and environmental reasons, because not all
forms of disposal ensure prevention of carbon reenter-
ing the atmosphere.

o Forestry options, in some circumstances, offer large po-
tential, modest costs, low risk, and other benefits. Further,
the potential modern use of biomass as a source of fuels
and electricity could become attractive. Halting or slow-
ing deforestation and increasing reforestation through
increased silvicultural productivity and sustainable
management programmes that increase agricultural pro-
ductivity, the expansion of forest reserves, and promotion
of ecotourism are among the cost-effective options for
slowing the atmospheric build-up of CO,. Forestry pro-
grammes raise important equity considerations. 2

There is also a wide range of available technologies and
practices for reducing emissions of methane from such
sources as natural gas systems, coal mines, waste dumps, and
farms. However, the issue of reduction of emissions related to
the food supply may imply trade-ofts with rates of food pro-
duction. These trade-offs must be carefully assessed as they
may affect the provision of basic needs in some countries,
particularly in developing countries.

Most nitrous oxide emissions come from diffuse sources
related to agriculture and forestry. These emissions are diffi-
cult to reduce rapidly. Industrial emissions of nitrous oxide
and halogenated compounds tend 1o be concentrated in a few
key sectors and tend to be easier to control. Measures to limit
such emissions may be attractive for many countries.

The slow implementation of many of the technologically
attractive and cost-effective options listed above has many
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possible explanations, with both actual and perceived costs
being a major factor. Among other factors, capital availability,
information gaps, institutional obstacles, and market imper-
fections affect the rate of diffusion for these technologies.
Identifying the reasons specific to a particular country is a
precondition to devising sound and efficient policies to en-
courage their broader adoption.

Education and training as well as information and advisory
measures are important aspects of various response options.

Many of the emission-reducing technologies and practices
described above also provide other benefits to society. These
additional benefits include improved air quality, better protec-
tion of surface and underground waters, enhanced animal pro-
ductivity, reduced risk of explosions and fire, and improved
use of energy resources.

Many options arce also available for adapting to the impacts
of climate change and thus reducing the damages to national
cconomies and natural ecosystems. Adaptive options are
available in many sectors, ranging from agriculture and en-
ergy to health, coastal zone management, offshore fisheries,
and reereation. Some of these provide enhanced ability to
cope with the current impacts of climate variability. However,
possible trade-ofts between implementation of mitigation and
adaptation measures are important to consider in future re-
scarch. A summary of sectoral options for adaptation is pre-
sented in Volume 2.

The optimal response strategy for each country will depend
on the special circumstances and conditions which that coun-
try must face. Nonetheless, many recent studies and empirical
observations suggest that some of the most cost-effective op-
tions can be most successfully implemented on a joint or co-
operative basts among nations.

9 Costs of Response Options

It must be emphasized that the text in this section is an assess-
ment of the technical literature and does not make recommen-
dations on policy matters. The available literature is primarily
from developed countries.

Cost concepts

From the perspective of this section on assessing mitigation or
adaptation costs, what matters is the net cost (total cost less
secondary benefits and costs). These net costs exclude the so-
cial costs of climate change, which are discussed in Section 7.
The assessed literature yields a very wide range of estimates
of the costs of response options. The wide range largely re-
flects significant differences in assumptions about the effi-
cieney of energy and other markets. and about the ability of
government institutions to address perceived market failures
or imperfections.

Measures o reduce greenhouse gas emissions may yield
additional cconomic impacts (for example. through techno-
logical externalities associated with fostering research and de-
velopment programmes) and/or environmental impacts (such
as reduced emissions of acid rain and urban smog precursors).

Studies suggest that the secondary environmental benefits
may be substantial but are likely to differ from country to
country.

Specific results

Estimates of the cost of greenhouse gas emission reduction
depend critically on assumptions about the levels of energy
efficiency improvements in the baseline scenario (that is, in
the absence of climate policy) and on a wide range of factors
such as consumption patterns, resource and technology avail-
ability, the desired level and timing of abatement, and the
choice of policy instruments. Policymakers should not place
too much confidence in the specific numerical results from
any one analysis. For example, mitigation cost analyses reveal
the costs of mitigation relative to a given baseline, but neither
the baseline nor the intervention scenarios should be inter-
preted as representing likely future conditions. The focus
should be on the general insights regarding the underlying de-
terminants of costs.

The costs of stabilizing atmospheric concentrations of
greenhouse gases at levels and within a time frame that will
prevent dangerous anthropogenic interference with the cli-
mate system (the ultimate objective of the FCCC) will be crit-
ically dependent on the choice of emission timepath. The cost
of the abatement programme will be influenced by the rate of
capital replacement, the discount rate, and the effect of re-
search and development.

Failure to adopt policies as early as possible to encourage
efficient replacement investments at the end of the economic
life of a plant and equipment (i.e., at the point of capital stock
turnover) imposes an economic cost to society. Implementing
emission reductions at rates that can be absorbed in the course
of normal stock turnover is likely to be cheaper than enforcing
premature retirement now.

The choice of abatement paths thus involves balancing the
economic risks of rapid abatement now (that premature capi-
tal stock retircment will later be proved unnecessary) against
the corresponding risk of delay (that more rapid reduction will
then be required, necessitating premature retirement of future
capital stock).

Appropriate long-run signals are required to allow produc-
ers and consumers to adapt cost-effectively to constraints on
greenhouse gas emissions and to encourage research and de-
velopment. Benefits associated with the implementation of
any “no regret” policies will offset, at least in part, the costs of
a full portfolio of mitigation measures. This will also increase
the time available to learn about climate risks and to bring
new technologies into the marketplace.

Despite significant differences in views, there is agreement
that energy efficiency gains of perhaps 10 to 30% above base-
line trends over the next two to three decades can be realized
at negative to zero net cost (negative net cost means an eco-
nomic benefit). With longer time horizons. which allow a
more complete turnover of capital stocks. and which give re-
search and development and market transformation policies a
chance to impact multiple replacement cycles. this potential is
much higher. The magnitude of such “no regret” potentials
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depends on the existence of substantial market or institutional
imperfections that prevent cost-cffective emission reduction
measures from occurring. The key question is then the extent
to which such imperfections and barriers can be removed
cost-effectively by policy initiatives such as efficiency stan-
dards, incentives, removal of subsidies, information pro-
grammes, and funding of technology transfer.

Progress has been made in a number of countries in cost-
effectively reducing imperfections and institutional barriers
in markets through policy instruments based on voluntary
agreements, energy efficiency incentives, product efficiency
standards, and energy efficiency procurement programmes in-
volving manufacturers, as well as utility regulatory reforms.
Where empirical cvaluations have been made, many have
found the benefit-cost ratio of increasing energy efficiency to
be favourable, suggesting the practical feasibility of realizing
“no regret” potentials at negative net cost. More information
is needed on similar and improved programmes in a wider
range of countries.

Infrastructure decisions are critical in determining long-
term emissions and abatement costs because they can enhance
or restrict the number and type of future options. Infrastruc-
ture decisions determine development patterns in transporta-
tion, urban settlement, and land use and influence energy
system development and deforestation patterns. This issue is
of particular importance to developing countries and many
economies in transition where major infrastructure decisions
will be made in the near term.

If a carbon or carbon-energy tax is used as a policy instru-
ment for reducing emissions, the taxes could raise substantial
revenues, and how the revenues are distributed could dramati-
cally affect the cost of mitigation. If the revenues are distrib-
uted by reducing distortionary taxes in the existing system.
they will help reduce the excess burden of the existing tax
system, potentially yielding an additional economic benefit
(double dividend). For example, those European studies
which are more optimistic regarding the potential for tax recy-
cling show lower and, in some instances, slightly negative
costs. Conversely, inefficient recycling of the tax revenues
could increase costs. For example, if the tax revenues are used
to finance government programmes that yield a lower return
than the private sector investments forgone because of the tax.
then overall costs will increase.

There are large differences in the costs of reducing green-
house gas emissions among countrics because of their state of
economic development. infrastructure choices. and natural re-
source base. This indicates that international cooperation
could significantly reduce the global cost of reducing emis-
sions. Research suggests that. in principle. substantial savings
would be possible if emissions are reduced where it is cheap-
est to do so. In practice. this requires international mecha-
nisms ensuring appropriate capital flows and technology
transfers between countries. Conversely, a failure to achicve
international cooperation could compromise unilateral at-
tempts by a country or a group of countries to limit green-
house gas emissions. However, estimates of so called leakage
effects vary so widely that they provide little guidance to
policymakers.

BOX S.1: TOP-DOWN AND BOTTOM-UP
MODELS

Top-down models are aggregate models of the entire
macroeconomy that draw on analysis of historical trends
and relationships to predict the large-scale interactions be-
tween the scectors of the economy. especially the inter-
actions between the energy sector and the rest of the
economy. Top-down models typically incorporate relu-
tively little detail on energy consumption and technologi-
cal change, compared with bottom-up models.

In contrast, bottom-up models incorporate detailed
studies of engineering costs of a wide range of avatluble
and forecast technologies, and describe energy consunip:
tion in great detail. However, compared with top-down
models, they typically incorporate relatively little detail on
nonenergy consumer behaviour and interactions with other
sectors of the economy.

This simple characterization of top-down and bottom-
up models is increasingly misleading as more recent ver-
stons of each approach have tended to provide greater
detail in the aspects that were less developed in the past.
As a result of this convergence in model structure, model
results are tending to converge, and the remaining differ-
ences reflect differences in assumptions about how rapidly
and effectively market institutions adopt cost-cffective
new technologies or can be induced to adopt them by pol-
icy interventions.

Many existing models are not well suited to study
economies in transition or those of developing countries.
More work is needed to develop the appropriate method-
ologies, data, and models and to build the local institutional
capacity to undertake analyses.

There has been more analysis to date of emission reduction
potentials and costs for developed countries than for other
parts of the world. Moreover, many existing models arc not
well suited to study economies in transition or economies of
developing countries. Much work is needed to develop and
apply models for use outside developed countries (for exam-
ple. to represent more explicitly market imperfections, insti-
tutional barriers, and traditional and informal ecconomic
sectors). In addition, the discussion below and the bulk of the
underlying report deal with costs of response options at the
national or regional level in terms of effect on GDP. Further
analysis is required concerning effects of response options on
employment. inflation. trade competitiveness. and other pub-
lic issues.

A large number of studies using both top-down and bottom-
up approaches (sec box for definitions) were reviewed. Esti-
mates of the costs of limiting fossil fuel carbon dioxide
emissions (expressed as carbon) vary widely and depend on
choice of methodologies, underlying assumptions, emission
scenarios, policy instruments, reporting year, and other crite-
ria. For specific results of individual studies, see Chapter V.
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OECD Countries. Although it is difticult to generalize, top-
down analyses suggest that the costs of substantial reductions
below 1990 levels could be as high as several percent of GDP.
In the specific case of stabilizing emissions at 1990 levels, most
studies estimate that annual costs in the range of —0.5% of GDP
{equivalent to a gain of about $60 billion in total for OECD
countries at today’s GDP levels) to 2% of GDP (equivalent to a
loss of about $240 billion) could be reached over the next sev-
eral decades. However, studies also show that appropriate tim-
ing of abatement measures and the availability of low-cost
alternatives may substantially reduce the size of the overall bill.

Bottom-up studics are more optimistic about the potential for
low- or negative-cost emission reductions, and the capacity to
implement that potential. Such studies show that the costs of re-
ducing emissions by 20% in developed countries within two to
three decades are negligible to negative. Other bottom-up stud-
ics suggest that there exists a potential for absolute reductions in
excess of 50% in the longer term, without increasing, and per-
haps even reducing, total energy system costs.

The results of top-down and bottom-up analyses ditfer be-
cause of such factors as higher estimates of no-regrets po-
tential and technological progress, and ecarlier saturation in
cnergy services per unit GDP. In the most favourable assess-
ments, savings of 10-20% in the total cost of energy services
can be achieved.

Economies in transition. The potential for cost-effective
reductions in encrgy use is apt to be considerable. but the real-
izable potential will depend on what economic and technolog-
ical development path is chosen. as well as the availability of
capital to pursue diftferent paths. A critical issue is the future
of structural changes in these countries that are apt to change
dramatically the level of baseline emissions and the emission
reduction costs.

Developing countries. Analyses suggest that there may be sub-
stantial low-cost fossil fuel carbon dioxide emission reduction
opportunities for developing countrics. Development path-
ways that increase energy efficiency, promote alternative
cnergy technologies, reduce deforestation, and enhance agri-
cultural productivity and biomass energy production can be
cconomically beneficial. To embark upon this pathway may re-
quire significant international cooperation and financial and
technology transfers. However, these are likely to be insuffi-
cient to offset rapidly increasing emissions baselines. associ-
ated with increased cconomic growth and overall welfare.
Stabilization of carbon dioxide emissions is hikely to be costly.

It should be noted that analyses of costs to economies in
transition and developing countries typically neglect the
general equilibrium etfects of unilateral actions taken by de-
veloped countries. These effects may be either positive or
negative and their magnitude 1s ditticult to quantity.

It should also be noted that estimates ot costs or benefits of
the order of a tew percent of GDP may represent small difter-
ences in GDP growth rates. but are nevertheless substantial in
absolute terms.

Preservation and augmentation of carbon sinks offer a sub-
stantial and often cost-eftective component of a greenhouse

gas mitigation strategy. Studies suggest that as much as 15-
30% of 1990 global energy-related emissions could be offset
by carbon sequestration in forests for a period of 50 to 100
years. The costs of carbon sequestration, which are competi-
tive with source control options, may differ among regions of
the world.

Control of emissions of other greenhouse gases, especially
methane and nitrous oxide, can provide significant cost-effec-
tive opportunities in some countries. About 10% of anthro-
pogenic methane emissions could be reduced at negative or
low cost using available mitigation options for such methane
sources as natural gas systems, waste management, and agri-
culture.

10 Integrated Assessment

Integrated assessment models combine knowledge from a
wide range of disciplines to provide insights that would not be
observed through traditional disciplinary research. They are
used to explore possible states of human and natural systems,
analyze key questions related to policy formulation, and help
set research priorities. Integration helps coordinate assump-
tions from different disciplines and allows feedbacks and in-
teractions absent from individual disciplines to be analyzed.
However, the results of such analyses are no better than the in-
formation drawn from the underlying economic, atmospheric
and biological sciences. Integrated assessment models are
limited by both the underlying knowledge base on which they
draw and the relatively limited experiential base.

Most current integrated assessment models do not reflect
the specific social and economic dynamics of the developing
and transition economies well; for example, none of the exist-
ing models addresses most market imperfections, institutional
barriers, or the operation of the informal sector in these
countries. This can lead to biases in global assessments when
mitigation options and impacts on developing or transition
economies are valued as if their economies operate like those
in the developed countries.

Although relatively new, integrated assessment models of
climate change have evolved rapidly. Integrated assessment
models tend to fall into two categories: policy evaluation and
policy optimization models. Policy evaluation models are rich
in physical detail and have been used to analyze the potential
for deforestation as a consequence of interactions between de-
mographics, agricultural productivity, and economic growth,
and the relationship between climate change and the extent of
potentially malarial regions. Policy optimization models opti-
mize over key variables (e.g.. emissions rates, carbon taxes)
1o achieve formulated policy goals (e.g., cost minimization or
welfare optimization).

Key uncertainties in current integrated assessments include
the sensitivity of the climate system to changes in greenhouse
gas concentrations. the specification and valuation of im-
pacts where there are no markets. changes in national and
regional demographics. the choice of discount rates, and as-
sumptions regarding the cost. availability. and diffusion of
technologies.



Summary for Policymakers

11 An Economic Assessment of Policy Instruments for
Combating Climate Change

Governments may have different sets of criteria for assess-
ing international as well as domestic greenhouse policy
instruments. Among these criteria are efficiency and cost-
effectiveness, effectiveness in achieving stated environ-
mental targets, distributional (including intergenerational)
equity, flexibility in the face of new knowledge, understand-
ability to the general public, and consistency with national
priorities, policies, institutions, and traditions. The choice of
instruments may also partly reflect a desire on the part of
governments to achieve other objectives such as sustainable
economic development, meeting social development goals
and fiscal targets, or influencing pollution levels that are in-
directly related to greenhouse gas emissions. A further con-
cern of governments may lie with the effect of policies on
competitiveness.

The world economy and indeed some individual national
economies suffer from a number of price distortions which in-
crease greenhouse gas emissions, such as some agricultural
and fuel subsidies and distortions in transport pricing. A num-
ber of studies of this issue indicate that global emissions re-
ductions of 4-18%. together with increases in real incomes, are
possible from phasing out fuel subsidics. For the most part,
reducing such distortions could lower emissions and increase
economic efficiency. However, subsidies are often introduced
and price distortions maintained for social and distributional
reasons, and may be difficult to remove.

Policy instruments may be identified at two different lev-
els: those that might be used by a group of countries and those
that might be used by individual nations untlaterally or to
achieve compliance with a multilateral agreement.

A group'? of countries may choose from policy measures
and instruments including encouragement of voluntary ac-
tions and further research, tradable quotas, joint implemen-
tation (specifically activities implemented jointly under the
pilot phase'+), harmonized domestic carbon taxes, interna-
tional carbon taxes. nontradable quotas, and various inter-
national standards. If the group did not include all major
greenhouse gas emitters. then there might be a tendency for
fossil fuel use to increasc in countries not participating in
this group. This outcome might reduce the international
competitiveness of some industries in participating countries
as well as the environmental effectiveness of the countries’
efforts.

At both the international and national levels, the economic
literature indicates that instruments that provide economic in-
centives, such as taxes and tradable quotas/permits. are likely
to be more cost-effective than other approaches. Uniform
standards among groups of countries participating in an inter-
national agreement are likely to be difficult to achieve. How-
ever, for one group of countries there has been agreement on
the application of some uniform standards.

At the international level. all the potentially efficient
market-based instruments could be examined during the
course of future negotiations. A tradable quota system has
the disadvantage of making the marginal cost of emissions
uncertain. whereas a carbon tax (and related instruments)

/5

has the disadvantage of leaving uncertain the ceffect on the
level at which emissions are controlled. The weight given to
the importance of reducing these different types of uncer
tainty would be one crucial factor in further evaluating these
alternative instruments. Because of the lack of appropriate
scientific knowledge, there would remain a high degree of
uncertainty about the results of limiting emissions at spe-
cific levels. The adoption of cither a tradable quota scheme
or international taxes would have implications for the inter-
national distribution of wealth. The distributional conse-
quences would be the subject of negotiation. To ensure the
practicability of such instruments, there is a need for addi
tional studies on the possible design of tradable quotas and
harmonized taxes and on the institutional framework in
which they might operate.

Individual countries that seek to implement mitigation
policies can choose from among a large set of potential
policies and instruments, including carbon taxes. tradable
permits, deposit refund systems (and related instruments).
and subsidies, as well as technology standards, performance
standards, product bans. direct government investment. and
voluntary agreements. Public education on the sustainable
use of resources could play an important part in modify-
ing consumption patterns and other human behaviour. The
choice of measures at the domestic level may reflect objec-
tives other than cost-effectiveness such as meeting fiscal
targets. Revenue from carbon taxes or auctioned tradable
permits could be used to replace existing distortionary
taxes. The choice of instruments may also reflect other en-
vironmental objectives, such as reducing nongreenhouse
pollution emissions, or increasing forest cover, or other
concerns such as specific impacts on particular regions or
communities.

Endnotes

1. The Framework Convention on Climate Change defines “cli-
mate change” as a change of climate which is attributed directly or
indirectly to human activity that alters the composition of the
global atmosphere and which is in addition to natural climate vari-
ability observed over comparable time periods. The question as to
whether such changes are potential or can already be identificed is
analyzed in Volume | of this IPCC Second Assessment Report
(SAR).

2. “No regrets” measures are those whose benefits, such as reduced
cnergy costs and reduced emissions of local/regional pollutants
cqual or exceed their cost to society, excluding the benefits of cli-
mate change mitigation. They are sometimes known as “measures
worth doing anyway.”

3. Without knowing the extent of potential impacts, the ability of pri-
vate markets to insure against losses associated with climate change
is unknown.

4. A related (somewhat stronger) concept is that cach generation is
entitled to inherit a planet and cultural resource hase at least as good
as that of previous generations.

5. A social discount rate is a discount rate appropriate for use by gov-
ernments in the evaluation of public policy.

6. Despite the differences in the value of the discount rate, policics
developed on the basis of the two approaches may lead to similur re-
sults.
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7. The value of a statistical life is defined as the value people assign
to a change in the risk of death among a population.

8. The concept of willingness to pay is indicative, based on ex-
pressed desires, available resources, and information of a human be-
ing's preferences at a certain moment in time. The values may
change over time. Also, other concepts (such as willingness to ac-
cept compensation for damage) have been advanced, but not yet
widely applied. in the literature, and the interpretation and applica-
tion of willingness to pay and other concepts to the climate problem
may evolve.

9. Duc to time lags between findings in the natural sciences, their use
in determination of potential physical and biological impacts, and

subsequent incorporation into economic analyses of climate change,
the estimates of climate change damage are based mainly on the sci-
entific results from the 1990 and 1992 IPCC reports.

10. Sce Volumes | and 2, the reports of Working Groups I and I1.

11. For more information on the technical aspects of nuclear power,
see Volume 2.

12. These are addressed in Section 4 above and in Chapter 3.

13. The group could contain only a few, quite a number, or even all
countries.

14. See decision 5/CP.1 of the first Conference of the Parties (COP1)
to the FCCC.
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SUMMARY

Climate change presents the decision maker with a set of for-
midable complications: large uncertainties, the potential for
irreversible damages or costs, a very long planning horizon,
long time lags between emissions and effects, a global scope,
wide regional variation, and multiple greenhouse gases of
concern. Irrespective of the possible consequences of climate
change, policies that mitigate or assist adaptation to climate
change and have zero or negative net costs (no-regrets poli-
cies) are clearly justified. If the evidence suggests that dam-
ages can be expected from climate change, then the ex-
pectation of damages provides a rationale for going beyond
no-regrets policies to those that incur positive net costs. The
principles of risk aversion and portfolio balancing provide a
rationale for further steps.

The atmosphere is an international public good, in that all
countries benefit from each country’s reduction in greenhouse
emissions; greenhouse gases are an international externality.
in that emissions by one country affect all other countries to
some extent.

Both public goods and externalities require a legal frame-
work within which the problems they pose can be addressed.
Mechanisms for control of international public goods may in-
clude the definition of property rights, the definition of limits
to emissions, and a consensus for distributing the same in a
fair and equitable manner. If, on the other hand, each agent
acts in its individual interest. the result will be too little of the
public good and too much of the externality.

A decision process for climate change should be sequen-
tial. It should also be able to respond to new information with
midcourse corrections and to include insurance arrangements.
hedging strategies, and the option value of alternative courses
of action. The challenge today is to identify short-term strate-
gies in the face of long-term uncertainty. The question is not.
what is the best course over the next 100 years, but rather,
what is the best course for the next few years, knowing that a
prudent hedging strategy will allow time to learn and change
course.

Policy measures to reduce risks to future generations in-
clude (1) immediate reductions in emissions; (2) research and
development related to new supply and conservation tech-
nologies; (3) continued research on how much change is
likely and what its effects will be; and (4) investments to as-
sist in adaptation if significant global warming occurs. A well-

chosen portfolio of policies will yield greater benefits for «
given cost than any one option undertaken by itself. Striking
the appropriate balance requires taking into account costs.
benefits, and risks.

In an interrelated global economic system. an attempt to
reduce greenhouse gas emissions in one region or one sector
of the economy may be offset by increases in other regions or
sectors. This may occur through the loss of comparative ud-
vantage in the carbon-intensive scectors of the regions thal
limit emissions, through the relocation of industries, or
through changes in world energy prices and the resulting shifl
in consumption. Any control strategy must account for these
global effects.

For the purposes of analysis it is uselul to separate efli-
ciency from equity. The Framework Convention on Climate
Change (FCCC) requires all parties to formulate and imple-
ment progranumes to mitigate climate change and facilitute
adaptation to climate change on the basis of their common but
differentiated responsibilities. and taking into account their
specific national and regional development priorities. objec-
tives, and circumstances. Developing countries are more
likely to be adversely affected economically than the devel-
oped countries: moreover, developing countries often lack the
financial and technical resources to respond to these changes.

Efficiency requires that emission reductions occur where
their cost is lowest, irrespective of who bears the financial re-
sponsibility. Efficiency calls for removing energy subsidies,
reforming and clarifying property rights that affect energy use
and carbon storage, and reducing nongreenhouse externalities
that have the side benefit of reducing greenhouse emissions.
Efficiency may also be promoted. and greenhouse emissions
reduced., by better information dissemination and hy address-
ing capital market imperfections that inhibit the adoption of
energy-efficient technology. Dynamic analysis indicates large
potential gains from flexibility in the timing of greenhouse re-
ductions to allow for the cconomical turnover of capital stock
and to allow time for the development of low-cost substitutes.
Policies that promote efficiency by requiring nations to face
the full costs of their actions will also address equity con-
cerns. International mechanisms, such as joint implementa-
tion, coordinated economic instruments, carbon taxes, and
tradable permits, if appropriately implemented, would pro-
mote efficiency.
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1.1 Introduction

In recent decades, atmospheric emissions of greenhouse
gases have risen significantly. Concentrations are currently
about 25% greater than at the beginning of the Industrial
Revolution. If current trends continue, concentrations will
double from preindustrial levels before the end of the next
century and, if unchecked, continue to rise thereafter (IPCC,
1990a).

The scientific community has noted the potentially serious
effects of increased concentrations. These climatic effects
could, in turn, have further effects on the biosphere, including
an increase in mean global temperature, an increase in sea
level, changes in agricultural yields, forest cover, and water
resources, and a possible increase in storm damage.

Increased concentrations of greenhouse gases are the result
of fossil fuel burning, deforestation, livestock raising, and
other human activities. Concerted action on the part of indi-
viduals and governments will be required to slow the increase
in concentrations. Changes in greenhouse gas concentrations
and the analysis of the climatic and other physical conse-
quences of those changes lic within the purview of the phys-
ical sciences. The role of human activity in generating
greenhouse gases, the consequences of those changes for hu-
mans, and possible responses liec within the purview of the so-
cial sciences.

Climate change impacts are likely to vary dramatically
from country to country. A warmer climate could benefit sec-
tors of the economies of some mid- and high-latitude coun-
tries. It is possible that anthropogenic warming might heat the
atmosphere enough to prevent or delay another ice age. On
the other hand, even modest economic losses averaged over
the globe could mask large regional losses: a rising sca level
and the possibility of increased storm surges could threaten
the survival of some small island states and coastal arcas and
could increase the risk of midcontinent drought and desertifi-
cation for inland arcas on the periphery of deserts. Such
changes could promote human migration and major conflicts
as well as famine, discase. and increased mortality.

Within the past decade, a consensus has emerged on some
key issues in the cconomics of climate change. This report de-
scribes areas of consensus as well as arcas of disagreement,
the sources of disagreement, and further research that could
narrow the range of disagreement. This chapter frames the is-
sue of climate change largely from the point of view of eco-
nomics but also from that of other social sctences. introducing
the more detailed discussions in the chapters to follow.

At least two arguments have been offered to justify the
commitment of resources to mitigate climate change. The first
arises from fundamental values, the second from decision
analysis. They may be summarized as follows:

(D) We have only one planet. Some changes are largely irre-
versible and may occur rapidly. Prudence calls tor
avoiding a farge-scale experiment with the planet. Thus.
avoiding anthropogenic climate change lies beyond the
scope of normal economic caleulation.

(2) The potential exists for the occurrence of sudden.
largely irreversible. nonlincar changes in the global

ecosystem. These would have major economic effects,
which would be particularly severe in some countries or
regions.

Even if the first view is adopted, economics has much to con-
tribute to the discussion, for the question of cost-effective
emission reductions must still be addressed. If the second
view is adopted, economics and cost-benefit analysis will
clearly be relevant, both in deciding how much mitigation to
undertake and in designing the measures.

This chapter, and others in this Assessment Report, draw
on the findings of the IPCC’s Working Groups I and II, and
follow the guidelines provided by the Framework Convention
on Climate Change (FCCC). The Convention leaves open a
number of important questions that must be addressed at the
political level through future negotiations, including review-
ing the adequacy of commitments. It is hoped that the findings
of this chapter, and the assessment report more broadly, will
contribute to these future negotiations by providing an under-
standing of the costs and consequences of alternative actions
and their scientific basis.

1.2 Features of Climate Change

Climate change could impose a variety of impacts on society.
Volume 2 of this report analyzes these impacts in detail. They
include effects on agriculture, forests, water resources, the
costs of heating and cooling, the impact of sea level rise on
small island states and low-lying coastal areas, and a possible
increase in extreme events (e.g., storms). Although most at-
tention to date has focussed on negative impacts, some im-
pacts will be positive. Beyond these tangible impacts are a
variety of intangible impacts,' including damages to existing
ecosystems and the threat of species losses.2

Climate change presents the analyst with a set of formida-
ble complications: large uncertainties, the potential for irre-
versible damages or costs, a very long planning horizon, long
time lags between emissions and effects, a global scope, wide
regional variations, and multiple greenhouse gases of concern.

Large uncertainties. Although natural scientists agree that
greenhouse gas concentrations are rising, there remain major
uncertainties about the impacts on temperature and climate.
These are reflected in a wide range of estimates of future
global mean temperature increases and in uncertainties about
regional climate changes. Estimates of net economic losses
for the most likely range of warming over the next century.
and the great uncertainties associated with such estimates, are
discussed in Chapter 6. Social scientists do not agree on the
size of the behavioural responses or economic effects that
would follow or on the effect of these changes on human well-
being (Manne and Richels. 1992: Peck and Teisberg, 1993:
Nordhaus, 1993).°

Nonlinearities and irreversibilities. Nonlinearities occur
when changes in one variable cause a more than proportionate
impact on another variable. Irreversibilities are changes that,
once set in motion. cannot be reversed. at least on human
timescales. For example. some have suggested that even a
modest increase in atmospheric greenhouse gas concentra-
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Note: As average temperature increases from M, to M, the number of days when the temperature
exceeds Ty increases significantly.

Figure 1.1: Effect of an increase in average temperature on the
number of days that exceed a specified threshold.

tions could, beyond a certain point, trigger a substantial in-
crease in temperature. Some have hypothesized that “runaway
warming” could be triggered by a disruption of the North At-
lantic thermohaline circulation or by methane release from
thawing of permafrost.* Alternatively, even a modest increase
in average temperature might significantly increase weather-
related agricultural losses because, for many crops, extra days
of extreme heat severely limit yields. In Figure 1.1, if the
threshold temperature for crop damage is T,. then even a
small increase in the mean temperature, from M, to M,. may
greatly increase the number of days above the threshold. rep-
resented by the area under the curves to the right of T,> On
the other hand, spending large sums to reduce the risk of cli-
mate change may also have largely irreversible consequences.
slowing development as it drains resources from other efforts
to improve the human condition.

Long planning horizon. Greenhouse gas concentration
changes occur over a long period of time: the full conse-
quences of actions taken over the coming decades will be felt
increasingly over the next century and in future centuries. The
truly long-term nature of the problem is one of the distinctive
aspects of greenhouse gas warming. Scldom has the world
consciously faced a sct of decisions likely to affect our de-
scendants one, two, or threc centuries from now.® Because the
costs of taking action today are borne by the current genera-
tion, whereas the benefits that accrue will be felt possibly
hundreds of years in the future. the world community is now
faced with issues of intergenerational equity on an unprece-
dented scale. Although society has addressed similar prob-
lems concerning trade-offs over periods of fifty or even a
hundred years. the long planning horizon for climate change
puts the analytic questions at issue in a new light. The length
of time involved has one further implication: changes in tech-
nology. as well as population and consumption patterns. be-
come of paramount importance.

Long life of capital stock. Every country has made large
capital investments in its cities, farms, ports, and other assets.
Some of this investment cannot be changed without large
costs: low-lying port cities, for example, cannot easily be re-
built. For other investments, the cost of change will be small.

For diversitied agricultural economics. the cost of switching
from one annual crop to another will be small if the tempera-
ture increase is modest; for less diversified cconomics, the
costs may be larger. In short, both mankind and ccosystems
have adjusted to the current climate, and adjustments to ac-
commodate climate change may be costly.

Inertia in the climate svstem. Atmospheric concentrations.
rather than emissions, determine the amount of warming pro-
jected by climate models. Concentrations change much more
slowly than emissions, meaning that affected nations might
not have enough time to prevent impacts from climate change.
or to mitigate economic impacts alter the ceffects of climate
change become evident. In this respect, the risks of climate
change are unlike those of carthquakes or floods. Long time
lags and the ditficulty of detecting climate change increase
the difficulty of reliably determining the magnitude and tini-
ing of future effects before they begin to occur.

Global scope. Climate change is a global challenge. which
cannot be answered by a single country acting by itsell. Miti-
gation must be coordinated globally. In an interlinked world
economy, not only are the actions of a single country. or group
of countries, not likely to be sufficient to address the problem,
they are likely to be largely offset by actions of other coun-
tries. If, for instance, one group of countries reduces timber
cutting to increase carbon absorption, the price of lumber will
rise. which may induce other countries to increase cutting in
their forests.

Morcover, whereas economic analysis generally takes the
point of view of a single decision maker or government. the
important decisions on climate change will, of necessity, be
made by many sovereign governments. Economic and deci-
sion sciences are not yet able 1o predict the outcome of bar-
gaining problems of this type.”

Regional variation. Impacts are likely to vary greatly both
within and among countries. Some countries and regions will
suffer from warming: others will benefit. at least in some sec-
tors. Some cold countries will benefit from a reduction in
heating costs and an increase in the length of growing sca-
sons; some warm countries will see a drop in yields from agri-
culture and forestry: low-lying states are likely to suffer from
increased storm surges and flooding.

Aggregation. For the world as a whole. the net effect at any
time will be the sum of local effects at many points on the
globe. some positive and some negative. Analysts have no
way to estimate this sum without detailed local calculations
(summarized in Chapter 6).

Multiple gases of interest. The enhancement of the green-
house effect depends on the concentration of all greenhouse
gases. even though most economic modelling to date has lim-
ited itself to the implications of changes in CO,. Because
greenhouse gases differ in radiative efficiency and atmos-
pheric lifetime. analysts have devised measures of global
warming potential (IPCC, 1990a, 1995) that seck to allow ra-
diative forcing from changes in the concentration of all green-
house gases to be measured in a commensurable fashion.”
Studies also demonstrate the important role of sulphur and
other aerosols, which cause negative radiative forcing (i.c..
cooling) by reflecting incoming solar radiation.?
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Importance of net emissions. Because greenhouse gas con-
centrations depend on net rather than gross emissions,
changes in forests and other greenhouse gas sinks must be
taken into account.'?

Lfficiency vs. equity. From an economist’s perspective,
how much to reduce emissions is a matter of efficiency (be-
cause achicving the proper level of emissions raises net well-
being), but who pays is a matter of equity. Economics has
much to say about the former, but much less about the latter.
Nonetheless. equity considerations will drive many of the pol-
icy decisions made under the Framework Convention on Cli-
mate Change.

1.3 Contribution of Economics

Economics and the social sciences offer perspectives on cli-
mate change not provided by the physical sciences. In the
classic definition, economics is the study of the allocation of
scarce resources that have alternative uses. Economics em-
phasizes the importance of trade-ofts between different uses
of resources, and the forgone value of other uses of a resource,
called the opportunity cost. In the context of climate change,
this means that (1) costs and benefits matter: (2) resources are
not free: and (3) resources used for one purpose are no longer
available for other purposes.

This chapter sets out the logic of cost-benefit analysis as
applicd to climate change. Standard cost-bencefit analysis re-
quires (1) a valuing of costs and benefits over time, using will-
ingness to pav as a measure of value and (2) a criterion for
aceepting or rejecting proposals.tt The standard criterion is
the compensation principle (Kaldor, 1939, Hicks, 1939),
which says that it the project yields positive net benefits, then
those made better off could compensate those made worse off
with something extra left over. As long as compensation is
paid, the result is an unambiguous gain in welfare. without the
necessity of weighing effects on different individuals.

Climate change raises difficulties with both requirements.
Valuation is difficult because of the difficulty in valuing envi-
ronmental amenities, which are generally not traded in the
market. And the compensation principle will not apply if
mechanisms for affecting transfers do not exist. either be-
tween countrices or regions in one generation, or — especially —
between generations. It transters are not feasible, then the
analysis must assign weights to ditterent individuals (for ex-
ample, the utilitarian welfare function gives equal weight to
cach person). Only then can conclusions be drawn about net
benefits for society as a whole. This issue 1s addressed in the
discussion of equity in Section 1.4.

Beyond these fundamental concepts are ideas. originally
from other arcas of economics. that may be applied directly to
the study of climate change: these include work on risk. dy-
namics, sequential decision making, public goods and exter-
nalities, taxation, and general equilibrium,

1.3.1 Risk

In the past thirty years. much new economic research has fo-
cussed on rational responses to risk,!? including three areas

important to a systematic examination of and rational re-
sponse to climate change: portfolio theory, insurance, and de-
cision analysis.

1.3.1.1 Portfolio theory
A portfolio manager attempts to get the best return for a given
level of risk. One approach is to buy several types of assets
whose returns are not correlated or are negatively correlated
(that is, whose prices move either independently or in oppo-
site directions). In this respect, climate change policy deci-
sions can be compared to investment portfolio decisions.
When faced with a risk, an individual may (1) act to reduce
the chance the unfavourable event will occur; (2) act to reduce
the cost if the event does occur; or (3) spread part of the risk to
others through insurance. In response to the threat of climate
change, nations may (1) reduce the chance that warming will
occur by reducing greenhouse emissions (mitigation); (2) ad-

just to climate change if it does occur (adaptation); or (3)

spread part of the risk through insurance. A porfolio approach
can be expected to include both mitigation and adaptation ac-
tions. These may include government policy reforms, such as
reducing fossil fuel subsidies; increased carbon sequestration;
reducing emissions of methane and other non-CO, green-
house gases; research and development, which can promote
emission reductions or make it easier to adapt to any changes
that do occur; and international actions, including joint imple-
mentation (one country funding emission reductions in an-
other country) and technology transfer.

A well-chosen portfolio of climate change investments will
yield greater benefit for a given cost than any one option un-
dertaken by itself. For an individual country, the issue is how
to choose the portfolio of policy measures best suited to its
circumstances and to adjust the portfolio over time in re-
sponse to new developments. Governments will be making
climate change decisions for several decades at least. This
means that they will have many opportunities to adjust the
size (total resources) and mix (choice of measures) of their
portfolios of responses. Portfolios may differ from country to
country.

1.3.1.2 Risk aversion

Individuals and societies are generally risk-averse when fac-
ing large risks; that is, they are willing to pay something to re-
duce the likelihood of a large risk. The amount they are
willing to pay is called the risk premium (see Box 1.1).

That individuals and societies are risk-averse means that
average utility (well-being) is increased by pooling risks, or,
equivalently, that people are willing to pay to reduce the risks
they face. If society as a whole is risk-averse, then some in-
vestments with a negative expected return, for example, a par-
ticular investment in climate change mitigation, should be
undertaken if they reduce the probability of a loss or the costs
of future adaptation.

The magnitude of those expenditures depends on society’s
degree of risk aversion and the magnitude of the risk. The risk
premium — the extra amount that society is willing to pay to
reduce a risk — is small if the stakes (say. the maximum loss)
are small, and large if the stakes are large. An investment of a
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BOX 1.1: RISK AND UNCERTAINTY
Uncertainty arises when a decision can lead to a range of
outcomes.

Expected return or expected value of a decision is the
mean of the distribution of returns, the amount a person
would on average receive as a consequence of the deci-
sion.

Risk aversion measures an individual’s unwillingness to
take risks.

Risk premium is the amount an individual would pay to re-
place the uncertain distribution of outcomes with the ex-
pected value.

Certainty equivalent is the amount that makes an individ-
ual indifferent between it and a risky proposition; for a
risk-averse person, the certainty equivalent is higher than
the expected return; the difference is the risk premium.

dollar is justified if it reduces the loss of expected utility by
more than a dollar, and not justified if it reduces the loss by less
than a dollar. Thus, results reported below focussing on the ex-
pected loss of GDP from climate change do not directly address
the risk premium. If a possible outcome is a loss of 10%, even
though the expected loss is only 3%, then the certainty equiva-
lent loss will exceed 3%. A dollar investment that reduces this
certainty equivalent loss by more than a dollar should be under-
taken. Such an investment could either reduce the average loss,
for example, by reducing the probability of the loss occurring
(through mitigation actions), or reduce the variance of the loss.
For example, some actions that reduce extreme losses will have
more than proportionate returns.

Ascertaining the magnitude of the risks. or how they are af-
fected by any particular action, is often difficult in a dynamic
setting. One key consideration is how the particular action af-
fects the remaining options — the set of actions available in the
future — along with their costs and benefits. Risk-reducing ex-
penditures are referred to as precauntionary investments. Mak-
ing precautionary investments has the same effect as buying
conventional insurance.

The insurance expenditures associated with mitigation ac-
tions and investments arc, in a sense, only the differences be-
tween the actual expenditures and the no-regrets benefits (the
benefits other than those associated with greenhouse gas emis-
sions). Thus, investments in fuel-efficient cars may have a di-
rect benefit in reducing the cost of running a car and in reducing
its emissions of local air pollutants. The mitigation investment
is only the additional investment for climate purposes.

Irrespective of the possible consequences of climate
change, policies that mitigate against or assist adaptation to
climate change and have zero or negative net costs (no-regrets
policies) are clearly justified. If the evidence suggests that
damages can be expected from climate change, then the ex-
pectation of damages provides a rationale for going beyond
no-rcgrets policics to thosc that incur positive net costs. The
principles of risk aversion and portfolio balancing provide a
rationale for further steps. The costs of such policies might be

justified as a risk premium to be paid for the added security ol
reducing the likelihood of climate change.

Traditional insurance rests on two principles: pooling risks
and transferring risks to those more willing or better able
bear them.!3 Because the risks associated with climate change
are correlated, pooling risks is less effective than it is in other
situations. Nonetheless, differences in predicted regional im-
pacts, implying less than perfect correlation in climate change
risks, make possible some degree of risk pooling. This holds
irrespective of who pays the cost, because wealthier individu-
als and countries are better able to bear risk.!* Many countrics
likely to be most adversely affected will be developing coun-
tries, whereas many of the countries lecast affected (or posi
tively affected) will be the industrialized countries, which
could provide insurance for effects of climate change thi
might fall harder on less developed cconomies.’®

Insurance markets, however, face three problems in ad-
dressing climate change. First, they lack a mechanism 10
transfer some of the risk from those likely to bear it (future
generations) to the current generation. Second. losses associ-
ated with climate change are likely to be both correlated and
large, compared to losses absorbed in a single year by the
commercial insurance industry (which itself has been hard
pressed in recent years to handle natural disasters). Third, the
long-term nature of climate change insurance raises the proh-
lem of contract enforcement: Will contracts signed today be
enforceable tomorrow? Will the insurers be around to pay
claims fifty or one hundred years from now? (Even in the in-
dustrialized countries, private markets may be inadequate to
insure against losses from a major national disaster today.)

These considerations suggest that private markets will not
be able to insure fully against climate change. One possible
solution would include international action to establish insur-
ance markets, perhaps with government retnsurance. Should
such an insurance market be established, careful attention will
have to be given to ensuring that the insured parties engage in
appropriate adaptation actions, reducing the losses that might
be associated with any greenhouse gas warming.'o

1.3.1.3 Precautionary investments

A business makes precautionary investments to reduce the
total risk of its portfolio. Numerous policy measures are avail-
able to reduce risks to future generations from climate change.
Four have been most often discussed in recent years: (1) im-
mediate reductions in emissions to slow climate change: (2)
research and development focussing on new supply and con-
servation technology to reduce future abatement costs;!7 (3)
continued rescarch to reduce uncertaintics about how much
change will occur and what effects it will have: and (4) invest-
ments in actions to assist human and natural systems to adapt
to climate change if it occurs.

Precautionary investments may reduce the risk of climate
change itself (mitigation). or they may enhance the ability of
future generations to respond, in one of two ways. First, by
analogy, an individual may set money aside in a ‘“rainy day
fund” when things are going well and allow it to grow over
time in order to make it easier to adapt to difficulties that may
occur later. Similarly, by increasing investment in productive
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assets now, countries will have a richer economy to draw on
should climate change damages occur later. A policy of pre-
cautionary investments means investing more than would oth-
erwise have been invested. Sccond, investments can be made
(including investment in rescarch and development) that
would enhance the economy’s ability to adapt should climate
change damages oceur.

Precautionary investments may also enhance the ability of
luture generations to react. An important reason that people
establish savings accounts is to reduce the impact of un-
favourable events in the future. Similarly, a society may elect
o accumulate capital against the possibility of a large loss
from climate change. This is one thread of the debate over dis-
count rates discussed in Chapter 4. Those who argue for a dis-
count rate close to the opportunity cost of capital point out
that society may choose between immediate greenhouse gas
mitigation, at a cost, and delayed mitigation, with some of the
money saved put aside as a savings account for our grandchil-
dren in the event of large climate-induced damages.

1.3.2 Sequential decision making

As a policy question, global climate change is sometimes
posed as a choice between (a) doing nothing at all or (b) com-
mitting to all-out eftfort. Given the large current uncertainties
about the costs and benetits of greenhouse mitigation, this is
the wrong way to frame the issue, as it obscures the choices
that should be evaluated. Morcover, in part because option (b)
may be pereeived as too expensive to get political support,
policy paralysis often results.

A more usctul formulation is: “Given current knowledge
and concerns, what actions should we take over the next one
or two decades to position ourselves to act on new informa-
tion that will become available?” (Lind, 1994). For example,
decision makers would like to know if the possibility of irre-
versible damages. such as might be suffered by low-lying
states, justifics undertaking an aggressive abatement pro-
gramme immediately. ¥

Climate change demands a decision process that is sequen-
tial and can incorporate new information. Timing will be a
key element, and the date of resolution of uncertainty an im-
portant element of the analysis. Figure 1.2 shows schemati-
cally the progression from a simple decision to a sequence of
linked decisions. In this example, the simple decision might
be whether to take aggressive abatement actions now. Let us
assume that the uncertainties are resolved in 2005, In the case
of sequential decisions, Decision 1 (in 1998) could be whether
to take aggressive abatement actions now: Uncertainty 1 (re-
solved in 2005) night be the cost of mitigation: Decision 2 (in
2010) might be whether to tighten abatement programmes al-
ready in place: and Uncertainty 2 (resolved in 2020) might be
the relation between greenhouse concentrations and tempera-
ture increase. Since both climate change and new knowledge
(learning) are continuous processes, actions to address cli-
mate change should be adjusted continuously in the light of
new information.

A sequential decision-making strategy aims to identity
short-term strategies in the face of long-term uncertainty. The
next several decades will offer opportunities tor learning and

Simple decisions Sequential decision making

Decision Observed  Decisions
outcomes  based on new
knowledge

. Decisions

Note: Time lags between decisions and observed
ontcomes and between outcomes and subsequent
decisions vary.

. Observed outcomes

Figure 1.2: Sequential decision making.

making mid-course corrections. The relevant question is not
“What is the best course for the next 100 years?” but rather,
“What is the best course for the next few years?” because a pru-
dent hedging strategy will allow time to learn and change course.

For example, the choices might be (1) immediate invest-
ment in new plant and equipment, (2) aggressive research and
development on greenhouse abatement technology, or (3) de-
ferring large investment for ten years, when the nature and
size of the threat are better understood, when costs will pre-
sumably have dropped owing to the availability of improved
technologies, and the job can be done more efficiently.

Inappropriate interim goals increase the total cost of ad-
dressing the problem (Richels and Edmonds, 1993). For ex-
ample, a commitment to certain levels of emissions in cer-
tain years lails to take into account the effects of temporary
cconomic disturbances on GDP. and thus on emissions and,
hence. on the cost of controls.

Because of the high cost of being wrong in either direction,
the value of information about climate change is likely to be
great. In particular, the value of information about the sensitiv-
ity of temperature to CO, increases, the temperature damage
function, the GDP growth rate, and the rate of energy effi-
ciency improvement is likely to be high (Chao, 1992; Peck and
Teisberg, 1992: Manne and Richels, 1992; Nordhaus, 1993).19

The presence of uncertainty along a dynamic path creates
an option value, the value of preserving choices for the future.
In climate change. the term has been used in two different
ways. One stresses the irreversibilities of climate change: mit-
igation expenditures now preserve the option of avoiding
adaptation expenditure later. The other stresses irreversibili-
ties in investment and the cost of premature turnover of capi-
tal. Any action taken today changes the options available later
or. more precisely, changes the consequences of any future ac-
tion. Sequential decision making focusses on how those con-
sequences are affected if one action is taken today rather than
another. and on how these consequences are affected if ac-
tions are taken in parallel rather than serially.

1.3.3 Dynamics

The problem of greenhouse gas warming involves additions
10 concentrations resulting from net emissions over extended
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periods of time. Thus the analysis must focus on dynamics.
Dynamic analysis involves three stages: the dynamic pro-
cesses involved, the trade-offs, and judgments concerning
those trade-offs.

Dynamic analyses have led to important insights. For ex-
ample, atmospheric concentrations of greenhouse gases and,
therefore, their effect on temperatures depend on the total
amount emitted over a period of years. A given concentration
target can be achieved by a variety of emission timepaths.
Timepaths that provide for the economical turnover of exist-
ing capital stock and time to develop low-cost substitutes are
likely to be less costly. This suggests large potential gains
from flexibility in the timing of emission reductions.2

1.3.3.1 Kaya identity

The driving forces in emissions of any greenhouse gas can be
seen in the following identity for carbon dioxide emissions
(Kaya, 1989):

co, = CO,/E X E/Q X Q/L X L
carbon carbon energy output popu-
dioxide dioxide per unit per lation
emissions  emissions output capita

per unit

energy

or, expressed in rates of change:

d InCO,/dt = d InCO,/E /dt + d InE/Q /dt + d InQ/L /di
+ d InL /dt

that is, the percentage rate of change in carbon dioxide emis-
sions is equal to the rate of change in carbon dioxide emis-
sions per unit energy plus the rate of change in energy
requirements per unit output plus the rate of change in output
per capita plus the rate of change in population.!

This identity clarifics different approaches to reducing
emissions. For a developed country with a stable or slowly
growing population, as long as the ratio of emissions to output
declines at least as fast as productivity rises. CO, emissions
will not increase. Because of the substantial potential for en-
ergy efficiency improvements. this scems feasible for most
developed countries. Many opportunities exist for increasing
end-use efficiency, represented by the second term on the
right-hand side — for exampie. a shift from cars to public
transportation and from less to more fuel-efficient cars and
homes.>* (The same term may also reflect structural shifts
in the economy, as in the case of a shift away from cnergy-
intensive industries.) Fuel switching (for example. from coal-
based electricity to oil. gas. hydroclectric, wind. or geo-
thermal), represented by the first term. also offers the
potential to limit CO, emissions in many countries.

For many developing countries. emissions will increase
unless energy efficiency and greenhouse gas emissions per
unit of energy change to offset growth in per capita output and
population. For many developing countries with rapidly
growing populations, pressures for economic development
will make it difficult 1o direct capital from investments with
higher greenhouse gas emissions to those with lower green-
house gas emissions.??

Evidence for two other essential issues is currently limited.
First, to what extent will improvements in encrgy efficiency
require net increases in investment beyond the resources
saved from reduced energy usage; in other words. how much
does aggressive emission reduction depress economic growth”!
Order-of-magnitude calculations suggest the presence of only
limited trade-offs, at least for the near term. Second. do devel-
oping countries have the institutional capacity to achieve the
desired increases in emission efficiency?

1.3.3.2 Nonrenewable resources, backstop technologies,

and emission reduction strategies

In principle the atmosphere is a renewable natural resource.
However, the longevity of the greenhouse gases und the relu
tionships between stocks and flows mean that, for practical
purposes, it may be better treated as an exhaustible natural re-
source, although one in which welfure depends not just on the
flow out of the stock but on the stock itself.*

The central problem with natural resources, whether re-
newable or not, is timing. Many renewable resources possess
a maximum sustainable rate of exploitation. Exploitation can-
not long exceed this maximum rate without depleting the
stock and ultimately reducing the harvest. Corresponding (o
the sustainable flow rate is a steady-state stock. If, initiadly.
the actual stock exceeds the steady-state stock, then the flow
can exceed the maximum sustainable flow for a while. The
question is how to distribute this excess over time. In addi-
tion, even when the stock is at the sustainable level. it may be
desirable in times of emergency to exceed the maximum sus-
tainable flow. For a rencwable resource. this can be done.
though only at the expense of decreased flows later.2?

Timing of reductions in greenhouse gas emissions should
reflect differences in costs. discounting (1o cvaluate those
costs), and risk. If technological change will make future
emission reductions much less costly. some reductions should
be postponed.?® Conversely, rescarch on learning cffects
shows that if actions taken today will lower costs faced to-
morrow, then these dynamic benefits should be imcluded in
the calculus (Arrow, 1962: Atkinson and Stiglitz, 1980). In the
context of climate change, if emission constraints stimulate
technical or other developments thut help to lower the costs of
continuing or additional emission abatement. then reductions
should be accelerated (Grubb er «l., 19934, 1993h, 1995). If
discount rates are high, the costs borne by future generations
will carry less weight than if discount rates are low. In the
presence of risk. nonlincarities. or irreversibilities, the princi-
ple of risk aversion suggests a strategy of carly mitigation.

The theory of nonrenewable resources contains a second
set of lessons for climate change policy. Suppose primary en-
ergy sources are divided into four groups: coal. gas and oil,
biomass. and noncarbon sources. As a first approximation,
gas and oil may be taken to be exhaustible. This means that to-
tal carbon emissions from gas and oil are fixed. or at Jeast
confined to narrow bounds; the question is not how much will
be consumed, only when.?7

As an example. Figure 1.3 depicts three phases of fuel usc
in an economy. In the first phase, the economy relies on non-
renewable resources, such as oil and gas; in the second, on
coal and perhaps nuclear power: in the third, on backstop
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Note: If the price of the nonfossil backstop technology is
given by A, all oil and gas reserves will be exhausted and
coitl will be used for some time before being displaced
by the backstop technology. It the price of the nonfossil
backstop is given by B, it will be adopted before the oil
and gas reserves are exhausted, resulting in lower
greenhouse gas emissions.

Figure 1.3: Influence of the cost of backstop technologies on energy
use and greenhouse gas emissions.

technologies,” such as biomass combined with noncarbon
sources. The switch points depend on rising energy prices
and improving technology, which lowers the costs of the
backstops. The figure shows alternative long-run scenarios.
In alternative A, the price of the backstop technology falls
sufficiently slowly that, for a time, the economy relies on
coal. In alternative B, the price of the backstop technology
falls fast enough to climinate the intervening stage of primary
reliance on coal.

Since, to a first-order approximation, the total carbon load
from oil and gas is fixed (and limited). the total carbon load
on the atmosphere is ultimately primarily related to coal us-
age. From this perspective, an important uncertainty is the
pace at which the cost of the backstop decreases. If it de-
creases fast enough, the intermediate stage of coal depen-
dence will be short, and the total carbon load low, whereas if
the price decreases slowly, the carbon load could be much
larger.

From this perspective, rational use of gas and oil is an im-
portant part of a risk strategy. for it provides insurance against
the possibility of a delay in the arrival of backstop energy
sources.™ This, in turn, has important implications for the
“leakage™ debate. which asks whether. in the event that the
developing countries impose carbon taxes but the undevel-
oped countries do not. the latter’s response will largely offset
cmission reductions made by the former. It is also possible
that Tower prices for gas and oil will induce coal-rich coun-
trics to decrease their reliance on coal. thus possibly produc-
ing negative leakages. But to the extent that such leakage
occurs, the insurance provided by greater conservation of oil
and gas is eliminated. and it is this insurance that should be an
essential part of a dynamic strategy. If the backstop arrival is
delayed, then carlier fuel switching by China and India. to
mention the most pertinent examples. will yield no long-run
benefits. On the other hand. if the backstop arrival is early. the
whole issue is Targely moot. Thus, leakage needs to be looked
at, not from the static perspective of what occurs in a single
year, but from a dynamic perspective that corresponds to the
long-run nature of the global climate problem.

1.3.4 International public goods

The atmosphere is an international public good, in that atmos-
pheric concentrations are the result of combined actions by all
countries. A pure public good (Samuelson, 1954) has two
properties: nonrivalry and nonexcludability (see Box 1.2).30
The atmosphere has both characteristics. That means that if
one country’s greenhouse gas reductions thwart global warm-
ing, all countries benefit.?!

Since countries will be affected differently by climate
change, the benefits of avoiding greenhouse warming will
also differ from country to country. Further, some actions will
simultaneously affect local atmospheric conditions (providing
local public goods) and greenhouse concentrations. For exam-
ple, actions that reduce urban driving improve local air qual-
ity and at the same time reduce greenhouse gas emissions.32

1.3.4.1 Property rights

An important strand of economic thought associates external-
ities with a failure to assign property rights (Coase, 1960). As-
signing property rights to the atmosphere is particularly
difficult, however, since this would require the agreement of
many sovereign states. Tradable greenhouse emission per-
mits, discussed below, can be thought of as an attempt to re-
solve the problem by explicitly assigning property rights to
greenhouse emissions.

Establishing property rights for emissions is not the same
thing as considering the climate system itself as a public
good. The FCCC refers to the climate system (not the atmos-
phere) as a “common concern of humankind.” Atmospheric
concentrations are the net result of emissions plus the contri-
butions and effects of other factors such as the oceans, forests,

BOX 1.2: PUBLIC GOODS AND
EXTERNALITIES

Externality: An externality, or spillover, arises when the
private costs or benefits of production differ from the so-
cial costs or benefits. Because the social costs or benefits
are external to the private costs that firms face, the econ-
omy will tend to produce too little of a public good (like
education) and too much of a public bad (like pollution).

Public good: A public good has two properties: nonrivalry
and nonexcludability. Nonrivalry means that additional
consumers do not have to compete with each other to use
the good and therefore drive up its cost: the marginal cost
of an additional individual using the good is zero. Nonex-
cludability means that the marginal cost of exclusion — of
stopping an individual from enjoying the good — is prohib-
itive. Public goods thus permit “free riding.” Lighthouses,
for example. are public goods: when lighthouse services
are provided to one person. others may enjoy the same ser-
vices without cost.

Marker failure: Private markets may sometimes fail to
provide a good at the most desirable level: private markets
alone will likely provide too few lighthouses and too much
pollution.
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and agricultural activity. Establishing property rights over
emissions does not provide guidance for the consideration of
these other influencing factors. Thus, establishing property
rights for the atmosphere is only one of the mechanisms nec-
essary to regulate climate change.

1.3.4.2 Paying for an international public good

Who should pay for a global public good? Every country
faces this question internally in determining who should pay
for the public goods it provides. Who should, for instance, pay
for pollution control within a country? Economists generally
agree on the following principles:

First, for the purposes of analysis. it is useful to separate
efficiency from equity. The implication of this principle is that
because pollution is a social cost of production (and consump-
tion), everyone should be made to pay the full social costs of
the pollution they generate. Thus, if there is a social cost to a
unit of greenhouse gas emissions, that cost is the same no
matter who produces the emissions. All should pay the full so-
cial costs of their actions. whether rich or poor. In this
perspective, corrective (Pigouvian) taxes should be imposed
uniformly.

Second, it is inappropriate to redress all equity issues
through climate change initiatives, although climate change
should not aggravate disparitics between one region and an-
other.

No scientific consensus exists on the framework for decid-
ing the burden of financing mitigation and adaptation. At least
four approaches have been proposed to determine how the
burdens of taxation should be shared. One approach looks at
benefits: Just as those who benefit from private goods must
pay for them, those who benefit from a public good should be
made to pay for it. The principle has some force when large
differences in preferences exist within any income class. Pro-
viding a particular public good benefits some of those individ-
uals more than others, creating inequalities in the absence of
benefit taxes. A major problem frequently encountered. par-
ticularly for pure public goods. is that it may be difficult to de-
termine who benefits. It is. in general. possible to ascertain
the economic benefits of mitigation. and these are likely to be
quite unequally distributed. But this principle. by itself, does
not fully determine who should bear the costs. Appropriately
designed mitigation strategies will produce a surplus of bene-
fits over costs, a surplus that must somehow be divided.

A second approach looks at ability to pay. It is often held
that richer countries (or individuals) should pay more than
poorer ones. This approach sometimes rests on the claim that
all people are entitled to a certain minimum consumption
(Dasgupta, 1982). But this principle does not answer the ques-
tion of how much extra the richer countries should pay.

A third approach is based on contribution to the problem.
Because the industrialized countries have contributed more
than two-thirds of the stock of anthropogenic greenhouse
gases in the atmosphere today. this approach seems to suggest
that they have a larger responsibility for bearing the costs. On
the other hand. by the time greenhouse gas concentrations
double from preindustrial levels, the developing countries are
projected to be contributing more than half of annual emis-
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sions, and roughly half of the total stock in the atmosphere
(IPCC, 1990a; Cline, 1992). Thus. under this criterion, the de
veloping countrics might eventually pay far more of the miti
gation costs than under the other principles described carlier.

Economists have turned to a fourth approach - the social
welfare function — to answer the question of how much extri
different parties should pay, as well as the question of how o
distribute the surplus. The discussion of cquity below differ-
entiates between the Rawlsian and utilitarian approaches. In
this case, both approaches yield similar results: In the absence
of incentive problems. both imply that all of the surplus
should be allocated to the poorer countries, or that all of the
burden of effort should be borne by the richer countries,

Yet a different approach holds that social scientists as such
have nothing to say about these cthical issues. Coase (1960).
for instance, approaches the problem of externalities by em-
phasizing that (a) in the absence of bargaining costs, an cffi
cient solution can be obtained by assigning property rights
and (b) this solution is independent of how property rights are
assigned.’s Coase also emphasizes the importance of transac-
tion costs. which will often influence the choice of policies.

A simple approach that yields cfficiency but does not re-
quire redistribution (and is thus consistent with the two prin-
ciples enunciated above) requires coordinated tax rates so that
all countries face the same energy prices. This approach
makes the cost of emitting an extra tonne of carbon equal
across all countries, with each country retaining the revenues
thus generated.*® The net cost of such a tax (ignoring the ben-
efits from reduced greenhouse gas emissions) will. in general,
be smaller for poorer countries. as a percentage of their nu-
tional output. The burden of the tax is progressive in its distri-
bution across countries, even though the tax is levied at the
same rate in all countries.??

Accounting for past emissions. Article 3.1 of the Frame-
work Convention on Climate Chunge directs the Annex 1 (i.e..
developed) countries to take the lead in responding to the
threat of climate change “on the basis of cquity and in accor-
dance with their common but differentiated responsibilities
and respective capabilities.”™ Some have argued in addition
that because the industrialized countries have heen the major
contributors to current levels of greenhouse gases. they
should bear most of the costs of mitigation. This view says
that costs should be borne, not in proportion to benefits ex-
pected, but in proportion to contribution to pollution. This ar-
gument, however. is not based on the principle of economic
efficiency. Efficiency requires that incentives be prospective
(forward looking). not retrospective.™ No incentive effects re-
sult from imposing charges based on past actions. Whether to
charge nations that contributed CQ, to the atmosphere is an is-
sue of ethics, not efficiency. ™

The controversial issues of population growth and con-
sumption patterns, although central to economic develop-
ment, bear on climate change largely through their effects on
emissions. Population growth in developing countrics may
also exacerbate the ecological and sociocconomic impacts of
climate change. At the same time. high per capita consump-
tion in industrialized countries, where populations have
nearly stabilized, will also affect mitigation and adaptation
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costs and strategics. The relation of population to sustainable
development, although important, is beyond the scope of this
paper.4 '

1.3.4.3 Enforcement
Both externalities and public goods need a legal framework
within which the problems they pose can be addressed. With-
out compulsory taxation, there is an incentive for cach indi-
vidual to be a free rider, though there is some empirical
cvidence that the free rider effect may not be as significant as
cconomists have previously assumed (Bohm, 1993). In the
absence of compulsory taxation, externalities can only be ad-
dressed with well-defined property rights (Coase, 1960)4! and
a legal system that enforces compensation for externalities.
Enforcing compliance with international legal agreements
presents @ number of legal and political problems. Many
states resist compulsory usc of the judicial process; this pro-
vides an incentive for free riding. The FCCC provides several
means of settling disputes, including judicial recourse and ar-
bitration. It also requires the partices to consider establishing a
“multilateral consultative process™ to assist in implementation
of the Convention and to anticipate and prevent confronta-
tions concerning compliance and enforcement.

1.3.4.4 Knowledge

A key element in addressing the problem of global warming is
knowledge - knowledge about climate science as well as
about the economic and social aspects of impacts, mitigation,
and adaptation. Much of this knowledge is in the nature of an
international public good. Developing ways of increasing en-
ergy cfficiency will benefit all countries. Although in some
cases, those countries engaged in the rescarch will be able to
appropriate Tor themselves a significant fraction of the private
benefits (mostly in reduced energy costs). they will not be
able to appropriate the broader social benefits. except through
an energy tax (or permit fee) that is high enough that the price
fully internalizes the emissions externality. Even then, the so-
cial benefits of innovation tend to far exceed the private bene-
fits.

This suggests the need for an international agreement to
fund basic rescarch and subsidize applied research, particu-
larly in energy-related technologies for the developing coun-
tries. There need not be a central funding agency. or a central
directorate determining which research should be undertaken.
This calls for some mechanism. possibly including joint im-
plementation, for sharing research results and for ensuring
that the fruits of this research are made available.

1.3.5 Efficiency

With some exceptions noted below, efficiency and equity can
be analyzed separately.?? Analysts agree that any actions re-
sponding to climate change should be cost-effective: no mat-
ter who bears the cost of emission reductions. reductions
should occur where their cost is lowest.?? Because of the low
energy cfticiency in many developing countries. many have
proposed that more attention be paid to emission reductions
there.

Mechanisms for reducing emissions equitably and efti-
ciently, including joint implementation, tradable permits, and
coordinated tax policies, are discussed below and in Chapter
1. All these approaches, however, attempt to contront all in-
dividuals and producers in all countries with the same cost of
emissions. Emission control 1s an international public good,
in that greenhouse emission reductions have the same effect
wherever they occur. Just as efficiency in the production of
steel or any other commodity requires that all consumers and
producers face the same price, so too with emissions. This can
be achieved either through coordinated energy taxes or
through tradable permit requirements; but unless the rules are
applied in a systematic way to both developed and developing
countries, emission reductions will be inefficient.

Partial participation in an international emission reduction
programme will significantly reduce its effectiveness. The
growth of international trade has resulted in important links
between the developed and developing countries, and the total
effects of any policy undertaken in the former can only be
evaluated in terms taking into account the systemic responses,
including responses from the developing countries, as dis-
cussed under the heading of “general equilibrium” in Section
1.3.6 below.*

1.3.5.1 Bankable permits
Efficiency imposes several requirements. One, just described,
is that at any moment, the costs of reducing emissions should
be minimized. The second is intertemporal efficiency: The
marginal cost of reducing emissions at two points in time
must be the same. If it will cost less to reduce emissions at
some future date, adjusting for time discounting, option val-
ues (risk), and impacts on atmospheric concentrations, then
the reduction schedule should be adjusted accordingly.
Intertemporal efficiency would be promoted by allowing
banking of permits (allowing a source to use fewer permits in
onc year and more in another), and by the development of fu-
tures and options markets. A bankable permit system would
address some equity issues between developed and develop-
ing countrics, including the concern among developing coun-
trics that delays in mitigation now by the industrialized
economies would leave a greater burden for the future.

1.3.5.2 Exchange/visk efficiency

When different partics to an agreement hold widely differing
views about risk and the probability of loss. significant efti-
ciency gains can result from transferring risk among them. In
Section 1.3.1.2 we discussed the importance of establishing
an international insurance market for those facing the threat of
losses under global warming and noted the advantages of es-
tablishing a market within which countries that are less con-
cerned about these risks can assume more of the insurance
burden. Any efficient international system for addressing the
problems of global climate change must include both mitiga-
tion and insurance obligations. Governments that believe they
have a comparative advantage in assuming climate risks can
assume a larger share of those risks. trading off other obliga-
tions and substantially reducing the overall costs of respond-
ing to climate change.
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1.3.5.3 Comprehensiveness

Efficiency also requires that the cost of reducing all green-
house emissions be minimized. This principle implies that any
mitigation programme must include not only all greenhouse
gases (taking into consideration their heat-trapping potentials
and atmospheric lifetimes+%) but also carbon sinks.

Finally, and perhaps most controversially, it implies
that mitigation strategies should focus on all elements of
the Kaya identity, ensuring that the marginal cost of reduc-
tions is the same for each of the possible strategies. Thus,
population control may be an element in a long-term miti-
gation strategy, no less than a shift in the composition of
production or an increase in the energy efficiency of the
economy.

1.3.6 General equilibrium

General equilibrium theory, an important element of eco-
nomic research over the last century, demonstrates the advan-
tage of looking beyond first-stage effects. It offers two
important insights for climate change analysis. First, the vari-
ous parts of an economic system are interrelated; perturba-
tions to one part have ramifications for other parts, which may
be quite distant. Second, when all the reverberations are taken
into account, the net effect of an action may be markedly dif-
ferent from the initial (and intended) effect.

One implication of general equilibrium theory has already
been noted: Taxes imposed on one part of the global economy
may have little if any effect on global emissions; they may
simply result in a relocation of economic activity. Increas-
ingly, the world’s economic system must be viewed from a
global perspective. Location of economic activities is deter-
mined primarily by relative factor prices, taking into account
certain specific locational advantages and specialized compe-
tencies. If, for example, the OECD countries impose carbon
taxes on energy-intensive industries, those industries may re-
locate outside the OECD. Further, if greenhouse mitigation
puts an economic drag on the developed countries, developing
countries would be affected through trade.

If different countries have different obligations to reduce
greenhouse emissions, dilferent implicit tax rates will result.
This will interfere with world economic efficiency — decreas-
ing world real output — possibly with little effect on total
greenhouse gas emissions. For example, the most energy-
intensive activities — such as aluminum production — may well
relocate to developing countries.*¢

Whereas many of the energy-economy-carbon models de-
scribed in subsequent chapters attempt to estimate the magni-
tude of such carbon “leaks™ (where carbon-intensive pro-
duction moves to areas in which it is least regulated), most are
based on standard international trade models. in which the lo-
cation of production of various goods and machines is fixed
(Whalley and Wigle, 1991).#7 Thus. estimates of carbon leak-
ages are based only on commodity substitution.*8 But in the
very long run. which is the time span of interest for an analy-
sis of global warming. leakages may well be higher, owing to the
relocation of industries. No consensus now exists on the mag-
nitude of long-run leakages.

3/

1.3.6.1 Intertemporal substitution

General equilibrium issues also arise when production can be
shifted from one period to another. For example, in a partial
equilibrium analysis, a tax on gas or oil raises the price of the
fuel taxed, thereby reducing its consumption, and thus associ-
ated emissions. But over the long run an exhaustible natural
resource like gas or oil has, by definition, an inclastic supply
(ignoring for the moment extraction costs, which, in the case
of gas and oil, are small relative to the price). The general
theory of incidence argues that when a commodity is in in-
elastic supply, a tax affects the price, but not the level of con-
sumption. That is, when all countries impose a tax on gas or
0il, the producer price of oil falls, by an amount just equal to
the tax. The full incidence falls on producers: as a first ap-
proximation, the level of consumption — and thus the level of
emissions — remains unchanged. Obviously, if the tax is large
enough, the price will fall below the cost of extraction for
some output, and supply will be reduced. Morcover, in the
case of exhaustible natural resources, taxes may affect the
timing of consumption of the oil and gas (Stiglitz, Dasgupta.
and Heal, 1980).#

1.4 Equity

Who will be allowed to increase their greenhouse emissions
and who will pay for greenhouse gas abatement and adapta-
tion are among the most contentious issues in climate change.
Equity issues such as these have immediate implications for
policy as well, because the initial allocation of emission rights
and emission constraints will largely determine the distribu-
tion of costs. The Framework Convention on Climate Change
explicitly directs the parties to consider the problem of cquity:

The Parties should protect the climate system for the bene-
fit of present and future generations of humankind. on the
basis of equity and in accordance with their common but
differentiated responsibilities and respective capabilities.
Accordingly, the developed country Parties should take the
lead in combating climate change and the adverse effects
thereof. . ..

[Account must be taken of] the differences in their start-
ing points and approaches. economic structures and re-
source bases, the need to maintain strong and sustainable
economic growth. available technologices and other indi-
vidual circumstances, as well as the need for equitable and
appropriate contributions by cach of these Parties to the
global effort regarding [the Convention’s} objective.>?

1.4.1 General issues

Within the limits of cost-benefit analysis. equity arises be-
cause of the principle of compensation, discussed in Section
1.3. For example, suppose it could be shown that a business-
as-usual path produced higher total benefits than a path with
lower greenhouse emissions. We could not conclude from this
that the world as a whole would be better off. Indeed, if the
losers are not compensated, and their loss is counted more
heavily than the winners™ gain, the world as a whole would be
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worse off. Or suppose the costs of warming fall predomi-
nantly on one group or one generation, while the benefits ac-
crue to another. (For example, some have speculated that the
costs of damages from warming would fall fargely on devel-
oping countries, without a compensating increase in benefits
(Parikh, 1994).) Unless the gainers actually compensate the
losers for their losses, cost-benefit analysis cannot conclude
that the change has, on balance, been good for society. Com-
pensation is particularly difficult if future generations bear
most of the costs, because no “fund for future greenhouse vic-
tims™ exists (Birdsall and Steer, 1993). Thus, some have ar-
gued that, in the absence of mechanisms to make these
transfers, we should not rely on possible future transfers from
gainers to losers but should instead insist that the gainers pay
the costs up front. An alternative explanation addresses these
cquity concerns by assigning different weights, perhaps based
on cconomic status, to changes in consumption of different in-
dividuals (Atkinson, 1970).

No consensus exists among either cconomists or philoso-
phers about the appropriate ethical responses to the changes
that would come with global warming. Should. for instance,
owners ol resources be compensated for the losses they incur
as a result of mitigation actions and the consequent change in
prices or values? Economists have often argued no. for sev-
cral reasons. First, some wealth is not a reward for productive
activity, but merely an accident. It is not because country X
did something that $200 billion worth of minerals or oil was
discovered to lie bencath its territory. One position is that
these random allocations of wealth have actually contributed
to world inequality. and that climinating a part of these wind-
fall gains would. from the perspective of an egalitarian social
welfare function, be welfare-inercasing. Another view denies
that government policies would be taking value from assets
that by right should be therer until now, according to this
view, these resources have simply been underpriced. not fully
reflecting the social costs imposed by their use. In this view.
actions to discourage overuse would simply rectify a previous
mistake.®!

Whether investors or countries should be compensated for
the adverse effects on their market values remains controver-
stal. There is, however, reasonable consensus on three general
principles: First, workers in adversely aftected sectors may
need assistance to switch occupations (the market failure here
is that workers cannot purchase insurance against these kinds
of adverse shocks). Second, gradual transitions may signifi-
cantly lower the absolute cost of the transition. For instance,
workers leave jobs through natural attrition: if those Icaving
are not replaced. the industry will be scaled down, with no
transition cost to any individual worker. Third. the magni-
tudes of the uncompensated vedistributions associated with
any change in policy are often correlated with the magnitude
of the political opposition.

Most policy changes produce winners as well as losers. It

the relative price of natural gas increases, owners of natural
gas deposits may actually be better off. In economies with
progressive taxation of either capital gains or consumption.
some part of those gains is implicitly shared more broadly.

Virtually all policies discussed below also have different
cffects on different groups. Residents of very hot and very
cold climates consume more energy for heating and cooling.
and thus would be worse off, relative to those in more moder-
ate climates. In some countries, city dwellers can choose less
energy-intensive modes of transport than those in the country-
side.

Many of these impacts will be reflected in capital costs.
Thus, the value of land is likely to rise in temperate climates
and to fall in extreme climates. (Similar points can be raised.
of course, about the costs imposed by climate change itself.)
This capitalization effect has both favourable and unfa-
vourable implications. In the long run, residents of colder cli-
mates are likely to consume less heating fuel, but perhaps at a
higher price, which would leave them on balance about where
they started. Energy prices are likely to rise and land rents to
fall, in an almost offsetting way. On the other hand, current
owners of land would bear the full brunt of the present dis-
counted value of all future increases in taxes (or the tax-
equivalent cost of regulations designed to reduce energy
utilization). As a result, unless policy changes are introduced
gradually, dramatic changes in land values may occur, with
possibly large effects on financial institutions and the econ-
omy as a whole. Anticipation of these policies would partially
offset these effects.’?

National security. Climate change itself may affect the na-
tional security of many countries. At the same time, policies
to reduce greenhouse emissions may affect the export earn-
ings and therefore the national security of the energy export-
ing countries.

Although countries may be willing (or forced) to accept
changes in national wealth as a result of changes in world
prices induced by the response to the threat of global warm-
ing. countries are less likely to be willing or able to accept
what they may perceeive as implied threats to national security
over which they have some control. Thus, a country with a
large endowment of coal becomes more vulnerable if it comes
to rely on imported oil or gas — supplies of which could be cut
off in time of war. These countries may feel it imprudent to
switch. even if private economic gains were to be had; and
they are particularly unlikely to switch if the benefits take the
form of an international public good.

Increasing world political stability would clearly address
these concerns. But even were that successful, it would not
suffice. To increase national security, policies will need to
focus on increasing energy efficiency and reducing energy
demand. This is an example of the necessity of allowing
sufficient flexibility in the design of an international structure
tor greenhouse gas emissions that the particular circum-
stances of each country can be appropriately taken into ac-
count.

Benchmarks. The earlier discussion of equitable distribu-
tion of the burdens of responding to greenhouse gases,
employing generally accepted principles of public finance,
avoided the concept of benchmarks. that is. setling target
emission reductions in relation to past emissions. These have
played an important role in international negotiations. Indeed,
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the only quantitative target in the FCCC (Article 4.2a and b)
requires developed country parties to aim to return their emis-
sions of CO, and other greenhouse gases not controlled by the
Montreal Protocol to 1990 levels by the year 2000. Although
this target suggests equitable treatment, were it to be accepted
as legally binding on developed countries without further
qualification, it would in fact result in unequal burdens, as it
fails to take into account relative incomes and therefore im-
poses unequal tax rates.

But this criterion can also be criticized as inequitable in a
more fundamental sense, since it pays no attention to past ef-
forts at achieving energy efficiency, or to other circumstances
that might affect the implied tax rate. For instance, a country
that during the preceding ten years had made every effort to
increase energy efficiency and switch consumption to less en-
ergy-intensive commodities would face the burden of reduc-
ing its emissions still further. Because the marginal cost curve
for emission reductions rises steeply beyond a certain point,
the implied tax rate would be considerably higher than for a
country that had previously encouraged overconsumption of
energy, for example, by cnergy subsidies. For the second
country, achieving the emission targets might only require
elimination of the energy subsidies, a policy with an implied
negative tax rate. For a similar reason. countries with large
endowments of hydroelectric power may find it relatively dif-
ficult to meet an emission target of this form.

Public finance theory has focused extensively on “second-
best” policies, recognizing the difficulty of achieving first-
best objectives of either economic efficiency or distributive
justice. In this context, the central issue is whether alterna-
tives to benchmarking exist. When the U.S. government re-
cently issued tradable emission permits for sulphur dioxide, it
took account of emission reductions already achieved. Bench-
marking reflects information that would not be reflected in a
simple criterion such as a particular emission level per unit
population or GDP. Thus, a strong case can be made for in-
cluding benchmarking, if not in the final allocation of permits
(obligations), at least in the transition rules.

1.4.2 Intergenerational equity

Efforts to control greenhouse emissions will provide benefits
primarily for our grandchildren and their descendants. We
face a difficult task in estimating and judging what aspects of
climate and environment they will value and how best to pre-
serve those aspects for them. If we take aggressive action to
limit climate change, they may regret that we did not use the
funds instead to push ahead development in Africa, to better
protect the species against the next retrovirus, or to dispose of
nuclear materials safely. Chapter 4 addresses directly the most
important issue in intergenerational equity: choice of an ap-
propriate discount rate.

A similar argument applies to actions with differential im-
pacts on different regions. If greenhouse warming turns out to
be a major threat to developing countries and if the developed
countries fail to reduce emissions aggressively now, the de-
veloping countries may suffer additional damage later. Alter-
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natively, if the developed countries choose to embark on an
aggressive control regime now, and it this cuts into their
growth rates, the result will shrink export markets for devel-
oping countries and thus reduce growth there. In addition, 1f
developed countries view their greenhouse efforts as. in ef-
fect, aid to developing economies, they may cut back on other
programmes (sanitation, water, education for women, etc.)
that have a more immediate impact on life expectancy. health,
and well-being.

1.4.3 Within-country equity

Most discussions of equity and climate change have so far fo-
cussed on developed and developing country issues or on is-
sues between one country and another, but issues of cquity
within a country are also important, and indeed play a central
role in the political debates about appropriate responses to cli-
mate change. Most policy recommendations involve large
within-country losses for certain groups. For instance, any
policy leading to less use of coal and lower producer prices
for it will lead to large losses for coal mine owners and work-
ers.>?

The net efficiency gains (in reduced emissions) relative to
the distributive effects may differ markedly across resources.
Thus, if the price elasticity of world oil supply is small, a tax
on oil will be reflected in the prices received by producers and
have little effect on the cumulative consumption of oil. though
it may result in some short-run substitution against coal. Poli-
cies aimed at bringing closer the date of arrival of substitutes
for fossil fuels could lead to an increase in current emissions.
though long-run effects on atmospheric concentrations would
be positive.

1.5 Economics of Policy Actions

Earlier sections set forth a basic framework for analyzing
policies related to global climate change. including a combi-
nation of mitigation, adaptation. and possibly climate engi-
neering. Striking the appropriate balance requires taking into
account the costs, benefits, and risks associated with cach
strategy. For instance. setting aside risk, governments should
reduce emissions to the point at which a dollar of extra spend-
ing would yicld a dollar of expected savings from preventing
damages imposed by climate change or would save an extra
dollar of expected costs of adaptation. Adding risk and se-
quential decision making complicates the analysis but leaves
the basic principles unchanged. Because of the lasting impact
of climate change and the magnitude of the resulting eco-
nomic uncertainties, most policy analysis has focussed on a
narrower set of questions:

(1)  What actions would improve economic efficiency (in-
cluding the social costs of implementing the policy) and
reduce net greenhouse gas emissions? How much could
emissions be reduced by these means?

(2) Beyond these zero-cost options, what are the least-cost
methods of reducing greenhouse gas emissions? What
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do the cost curves look like?% What are the alternative
policy measures, and how do they compare?

(3) What are the essential ingredients of an adaptation strat-
egy. and to what extent will market forces, on their own,
provide the appropriate adaptive responses?

1.5.1 Zero-cost options

A variety of incfficiencies in the energy sector — many of them
government-induced — would, if eliminated, increase cco-
nomic efficicncy and reduce greenhouse gas emissions at
the same time. How large is the reservoir of conservation op-
portunities? Proponents of the two major approaches o the
question have debated this point for more than a decade. Top-
down models extrapolate observed behaviour into the future.
Bottom-up models combine cost estimates derived from engi-
neering analyses with economic models of individual choice.
Top-down models generally show significant costs to re-
ducing greenhouse emissions in the future.®s Bottom-up, or
technology-specified models, have been used to show the ex-
istence of significant reductions in the cost of energy as new
low-emission technologies are adopted. Some proponents of
bottom-up models argue that cmission reductions can be
achieved at essentially no cost.>®

Much of the disagreement turns on empirical estimates.
Economists have catalogued the unintended consequences of
government regulation. Many have also identified important
market failures that could give rise to inefficiencies within the
private sector itself. The next two sections will examine each
of these effects.

1.5.2 Policy reform

A variety of government reforms could enhance energy cffi-
ciency, including removing energy subsidies, reforming or
clarifying property rights, reducing nongreenhouse gas exter-
nalities, and administrative reforms.

1.5.2.1 Removing energy subsidies

Energy subsidies induce inefficient energy use, reducing the
total output of the cconomy as well as increasing CO, emis-
sions.®? Shah and Larsen (1991) estimated world energy sub-
sidies in 1990 to have been $230 billion. They calculated that
their elimination would reduce global carbon cmissions by
9:% in addition to improving allocative efficiency and
thereby generating a welfare gain in subsidizing countries.
Burniaux et al. (1992) obtained similar results using the
GREEN model. concluding that the climination of all existing
distortions on cnergy markets would yield an increase in
world real income of 0.7% per year in addition to cutting
world emissions by 8% in 2050 (Dean. 1994). Agricultural
subsidies also distort the outcome. especially by affecting the
size of forests.

1.5.2.2 Property rights reform

One responsibility of governments is to define property rights
and enforce contracts. 1ll-defined property rights encourage
overconsumption of resources. A clearer definition of prop-

erty rights could be particularly important in helping to de-
crease deforestation, for example, while improving economic
efficiency. Uncertaintics about future property rights may also
contribute to economic inefficiency. Thus, for example, in
those developing countries where large forests are owned by a
few large landowners, excessive deforestation may result
from the landowners’ fear that their tenure will be limited.

1.5.2.3 Administrative reforms

Defining property rights and eliminating energy subsidies are
two important actions governments can take to reduce green-
house emissions. At the same time, many less sweeping re-
forms can improve economic efficiency and simultaneously
reduce greenhouse gas emissions. For example:

Pricing of government-produced electricity. Many govern-
ments price electricity not at the market price but at the cost of
production. Economists generally recommend that electricity,
like any good. be priced not at its cost of production but at the
competitive price. In countries with a mix of plants, this
means that electricity from all sources should be priced the
same — at the highest marginal cost of production.®®

Land use and other regulation. Changes in land use policy
can also reduce energy consumption (especially for trans-
portation, space heating, and air conditioning) and thus green-
house gas emissions.

Full utilization of nonfossil fuel energy sources (taking ac-
count of other environmental impacts). When hydroelectric
power generation, which does not increase greenhouse emis-
sions, can be cost-effectively expanded without other envi-
ronmental effects. it should be done.®

1.5.2.4 Regulating nongreenhouse externalities

Many activities producing greenhouse emissions also gener-
ate pollution of other types. For example, fossil fuel com-
bustion releases conventional air pollutants; rush hour auto
use contributes to road congestion. In the presence of these
spillover effects or externalities, market solutions will not prop-
erly reflect the externalities generated, leading to the overcon-
sumption of environmental resources. Energy taxes, congestion
pricing, or tradable permits can correct these market signals. re-
sulting in lower emissions of both greenhouse gases and other
pollutants. Some reforms. such as congestion pricing, also re-
duce the need for roads and other physical capacity.

1.5.2.5 Special problems of economies in transition
The cconomies in transition provide special opportunities for
mitigating greenhouse emissions. In the former Soviet bloc.
high energy subsidies and other price distortions affected
energy usage directly. as well as indirectly through the com-
position of output (i.e.. a bias towards heavy industrial
production). Spotty environmental regulation meant that East-
ern Bloc nations lacked the environmental controls common
in the OECD. The capital shortage of the past decade has con-
tributed to the problem through a general deterioration of
physical capital stock.

Although these problems are largely of governments’ mak-
ing, the remedy is likely to rely on a combination of public
and private actions: effective environmental regulation, elimi-
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nation of government-caused price distortions, and an eco-
nomic environment in which foreign and domestic investment

can enhance the efficiency (including energy efficiency) of

the economy. For example, many analysts believe that cutting
methane leakage from gas pipelines will yield both high eco-
nomic benefits and cost-effective reductions in greenhouse
emissions (IPCC, 1990a).

1.5.2.6 Examples of policies that affect efficiency
Policies that cause individuals not to take into account the full
social costs of their actions often result in greater energy use

and greenhouse emissions. The National Action Plans of

many countries have revealed examples of such policies and
have also suggested remedies.® including:
Unit pricing of waste disposal to encourage recyeling. The

life-cycle social cost of consuming a good includes its costs of

production plus disposal. Most consumers, and many busi-
nesses, pay a flat fee for trash disposal: with a flat fee. the
marginal cost of throwing away an extra pound of trash is
zero. By moving {rom flat fees to unit pricing, the actual price
consumers pay to buy and dispose of a good will more closely
maltch its full life-cycle social cost.

Pay-at-the-pump automobile insurance. In most countries,
drivers pay automobile insurance yearly or monthly. Once the
premium is paid, the marginal insurance cost of driving an ex-
tra mile is zero, even though driving more does increase the
chance of being in an accident. As an alternative. drivers
could be required to pay a portion of their insurance bill at re-
fuelling. With pay-at-the-pump insurance. a tax would be
levied on gasoline and earmarked to pay for insurance premi-
ums. This would raise the cost of gasoline at the pump. but
lower auto insurance premiums.°!

Eliminating subsidies for auto travel. Many countries sub-
sidize auto travel in various ways. In some industrialized
countries, employers may provide parking to employees at no
cost or lower-than-market cost. thus lowering the refative price
of commuting by car refative to public transportation. A distor-
tion arises when governments tax income spent on public
transportation but not income implicit in the parking subsidy.

Eliminating subsidies that increase housing size. In some
industrialized countries. home mortgage interest is tax-
deductible. In all but a few countries. the implicit income on
owner-occupied housing is not taxed. These tax provisions
encourage individuals to consume more housing space than
they otherwise would. In cold or hot climates. where more
housing space requires more energy for heating and cooling,
this tax treatment increases CO, emissions.

Eliminating subsidies for trucking. Studies suggest that
virtually all road damage is caused by heavy trucks. which
pay only a portion of the expense of building and maintaining
the road system. Many countries thus subsidize trucking com-
pared with rail or barge transport, probably increasing green-
house emissions.t:

1.5.3 Market failures and governmment responses

Policies exist that would increase economic efficiency at the
same time that they reduce greenhouse emissions. For exam-

ple. in some countries, fucl prices do not reflect the full social
cost of fuel burning. Taxes can correct this market fatlure.
There is less agreement about whether. given market prices,
firms fail to take advantage of all the energy efficiency oppor
tunities available to them. This controversy underlics the
bottom-up versus top-down controversy treated at greater
length in Chapter 8. Engineers have identified a host of scem
ingly profitable actions that would also save energy. Muan
economists, however, view this as evidence that the envineer
ing analysis has omitted characteristics important to con
sumers.

The substantial differences in practices both within and
between countries suggest scope for significantly increasing
energy efficiency. Morcover. even best practices within
country may not put it at the technological frontier. In decid
ing whether to adopt a new production process. businesses
look only at the private costs and benefits. Many technolo
gists, however, conclude that. even considering private costs
only, firms should be undertaking many energy efficiency im
provements. This section attempts to reconcile the different
schools of thought by reference to information-based market
imperfections as well as the criteria by which businesses
make decisions.

Information  dissemination.  Acquiring information i
costly. Moreover, providing and disseminating information
has many features of a public good (Stiglitz, 1988). In the ab-
sence of government intervention. there will be oo little pro-
duction and dissemination of information. This is particularly
true for information with widely dispersed impacts. as op-
posed to information about, for example. the production ol
certain chemicals. which is primarily of value to a few compa-
nies. 0

Moreover, both theory and evidence support the view that
markets, on their own, do not provide an efticient level of dis-
closure ol information (sce, inter alia, Stighitz, 1975a: Gross-
man and Stiglitz, 1981). Indecd. some evidence indicates thit
markets may try to obfuscate relevant information.” This pro-
vides the rationale for government provision of information.
or laws that in many countrics require disclosure of interest
rates and other consumer-relevant information. including ap-
pliance energy consumption.

Bureaucratic structure and limited scope of attention. In
recent years. cconomic and organizational theory® has em-
phasized that large organizations are not. in general, run by
owners: that the managers, even with the l%c&l-dcsigncd incen-
tives, do not in general maximize the firm’s market value: and
that among the principal scarce factors within an organization
are time and attention. How managers direct their attention
has much to do with what the firm does.® The information
services and disclosure requirements noted above. as well as a
number of other government programmes focusing on energy
efficiency in consumer products. clectric lights. and motors,
help focus management attention on energy efficiency. The
marginal managerial time required to make efficient cnergy
decisions may be small, and focussing attention on this issuc —
when information is being freely provided through govern-
ment and other sources — may thus yield private returns well
beyond these slight marginal costs.
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Returns to scale and system effects (nevvork externalities).
Some technologics might be ecconomically attractive at a large
scale of production but not on the much smaller scale on
which they might initially be adopted. Other technologies ex-
hibit dynamic scale economies: Unit cost falls over time as a
function of the cumulative output of firms or industries. Tech-
nology “networks™ may also affect diffusion rates. For exam-
ple, cars and trucks powered by clectricity, natural gas,
methanol, or other alternative energy sources, require a re-
fuelling infrastructure, which itself competes for resources
with the conventional fuel infrastructure already in place.®?

Building codes can be justified both in terms of these ef-
feets on network externalities and in terms of information fail-
ures. Consumers often have limited information concerning
the construction of their houses, and obtaining the informa-
tion after the house is completed is often difticult. Even were
they to be provided with construction details. they would have
difficulty interpreting the implications.

Capital market imperfections. A major explanation of the
difference between best-practice and actual-practice technol-
ogy is that bottom-up models often compute cost-effective-
ness using a discount rate substantially lower than the cost of
capital calculated by firms.o¥ Studies of implicit discount rates
consistently show that households and firms use discount
rates substantially above the market rate for long-term gov-
ernment bonds. Two explanations have been offered:

(1) Risk: Interest rates facing firms and houscholds reflect
the risk premium that lenders require to compensate
them for the probability of default. Firms often use dis-
count rates that include a risk premium to reflect the
riskiness of projects.

(2) Capital constraints: Individuals and firms often face ra-
tioning in capital markets, both for credit and equity.
Recent research has provided a rationale for this ra-
tioning based on the fact that information is imperfect
and costly.®®

These capital market problems have one important implica-
tion: Models analyzing best-practice, cost-ctfective technolo-
gies using discount rates lower than those typically employed
by firms will overestimate the rate of dissemination of these
technologics and underestimate the perceived costs (to the
firms and houscholds adopting these technologies) of mitiga-
tion strategies.

But these capital market problems raise three other ques-
tions: (1) Are firms rational in using such high discount rates?
(2) Does the use of such high discount rates imply a market
failure? (3) It so, will government intervention improve on
the market outcome?

Economists emphasize that an analysis of the costs and
benefits of a project must separate tour issucs: timing. risk,
capital constraints. and information. Discount rates are only
to be used for timing. Risk should be treated by converting
costs and benetits into certainty equivalents. then discounting
costs and benefits tor each yvear at the relevant discount rate.”t
Higher risks should not result in higher discount rates.” Simi-
larly, capital constraints should be reflected in the shadow
price of capital. not in the discount rate.” Because of lmited

information (and a version of the “winners’ curse”73) firms of-
ten require threshold rates of return significantly greater than
the market rate of interest. In doing so, they may confuse time
and information risk: that is, the rules of thumb firms use to
evaluate investments may sometimes lead to market inef-
ficiencies, including some perhaps in the area of energy-
efficient technologies.

Even were firms to follow the economists’ guidelines, in
the presence of capital constraints, market outcomes would
not, in general, be socially efficient (i.e., they are not con-
strained to be Pareto optimal). There may be significant dis-
crepancies between social and private returns on investment
(even apart from the externalities associated with greenhouse
gases or technological diffusion). This provides part of the ra-
tionale for possible government interventions in capital mar-
kets.™ Though these capital market imperfections imply that
there is no presumption that market allocations are efficient,
there is no consensus that they lead to significant underinvest-
ment in energy-efficient technologies in particular.?

1.5.3.1 Revising national accounts

Some have suggested revising the conventional systems of
national accounts to incorporate full social pricing of re-
sources. An early contribution suggested a new measure of
economic welfare based on consumption that increases qual-
ity of life (Nordhaus and Tobin, 1973). These authors and
others recognized that national income accounting, widely
adopted after World War II, measures aggregate income and
expenditure flows but does not incorporate environmental
costs and benefits.

Many researchers have noted deficiencies in standard na-
tional income accounts. First, national income accounts do
not, in general, provide an adequate measure of welfare; sec-
ond, they do not provide the correct information for making
policies relevant to sustainable development. Sustainable de-
velopment is concerned with society’s resources; an economy
Is growing when its resource base (capital stock combined
with natural resources) is growing. GDP does not, and is not
intended to be, a measure of resource availability. Firms have
two sets of accounts - cash flow (income) statements and bal-
ance sheet statements. GDP is a statement of the former type.

Standard accounting procedures require that firms, in an
attempt to present an accurate account of “'true income,” take
account of depreciation. GDP measures gross output; it does
not take into account depreciation. either of natural or physi-
cal capital stocks. The reason is simply that it is hard to get
accurate measures of depreciation. Net national product, how-
ever. does consider depreciation, the change in capital stock.
And it is this account that should be most subject to criticism.
since it accounts for changes in the physical capital stock but
not in other capital assets. in particular, environmental assets
and natural resources.

Conventional national income accounting does not fully
report three categories of resource expenditures: (a) defensive
cxpenditures. either for polution prevention before the fact or
for cleanup after the fact (although these expenditures are not
scparately reported. they are counted in GDP): (b) consump-
tion of environmental goods (such as exhaustible resources);’¢
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and (c¢) conflicting uses of environimental services (such as the
atmosphere, used by producers as an input into production
and by households as a consumption good).

One proposal would include in GDP the effect of changes
in quality of the environment. In Eastern Europe and the for-
mer Soviet Union, steady increases in reported postwar GDP
masked the effects of decades of environmental degradation;
tor part of that period. environment-adjusted GDP almost cer-
tainly declined.”’

However, important conceptual problems in defining lev-
els and changes of environmental assets. complicate the task
of modifying national accounts. First, the stock of natural re-
sources has no obvious definition. Although most geologists
would agree on the size of coal stocks — their location is
known and their in sine value can be estimated — this cannot be
said for oil or minerals.” Second. environmental assets, such
as air quality, present another set of problems, because no
market prices exist to value the asset.

Four approaches are commonly used to calculate changes
in the natural environment (Peskin and Lutz. 1990):

{1) The environmental expenditure approach. used recently
in the United States, which subtracts pollution abate-
ment expenditures from GDP;

(2)  The physical accounting approach. used in Norway and
France, which establishes satellite accounts using phys-
ical units of measurement to account for flows and
stocks of resources;

(3) The depreciation approach, which adjusts gross and net
product by subtracting the value of natural resource de-
pletion (Repetto, 1989; El Serafy, 1989); and

(4) The comprehensive approach, which uscs both physical
measures and value (United Nations Statistical Office
1992).

Another measure of broad-based welfare, although it does not
include environmental amenities, is the UN’s human develop-
ment index or HDI (UNDP, 1992). The HDI gives a composite
measure of human development by combining three key in-
dicators: longevity (measured by life expectancy at birth),

education (measured by adult literacy and mean years of

schooling). and income (real GDP per capita adjusted for pur-
chasing power). Although the HDI is not directly related to
global environmental issues, both global warming and abate-
ment policies may affect it.7?

1.5.4 Innovation

Standard competitive analysis argues that. given all required
information and technology, market economies produce effi-
cient outcomes. But recent economic analyses have shown
that, in general, market economies need not result in the effi-
cient allocation of resources cither to information production
and dissemination or to innovation. The first of these issues
was discussed earlier. The second is more complex.

In the absence of intellectual property rights, firms would
have less incentive to innovate. With standard patent terms,
firms are not able to appropriate all the returns from their in-
novative activity. Setting the optimal patent life involves bal-

ancing off the inefficiencies resulting from the exercise of
monopoly power during the duration of the patent (static inel

ficiencies) with the increased incentives for mnovation ™
Largely because innovators seldom appropriate all the returns
from their innovations, there is a general consensus that mar

kets provide insufficient incentives for rescarch and develop

ment, and the greater the unrewarded spillovers. the creater
the undersupply of innovation.®! The fact that spillovers are
likely to be greater at more basic levels of rescarch sugpesis o
role for government in subsidizing basic and near-biasic re

search. In the same way, the high cost of establishing intellec

tual property rights impedes the transfer of technology 1o
developing countries.

Sull, there is a general consensus among cconomists that
the patent system provides a better basis for financing applicd
rescarch than do government grants. largely because of the
difficulties government has in picking those innovations most
likely to produce high returns. Conscquently, it should be
asked if market failure because of insufficient inovation is
more likely than market failure for other reasons. In other
words. are there any special grounds for arguing for govern-
ment research and development subsidies, provided the govern-
ment has corrected energy prices to reflect the externalities
gencrated? Obviously, in the absence of such corrections. mar
ket incentives to provide energy-saving innovations will be dis-
torted, just as market incentives to adopt encrgy-saving
technologies are reduced.®? (Tradable permits have effects sim-
ilar to those of corrective taxes: They encourage firms to place
a higher value on new technologies that reduce emissions he-
cause reductions will require them to purchase fewer permits.)

Innovation is important. because it provides perhaps the
best opportunity for low-cost methods of reducing emissions.
Several studies have confirmed the impact of accelerated de-
ployment of advanced energy technologies on the future rate
and timing of anthropogenic climate change .83

1.5.5 Carbon taxes and tradable permits

Economic efficiency requires all agents in the economy to pay
the full marginal social costs of their actions. But firms and
households are not charged for the additional warming poten-
tial they add to the atmosphere. and so do not pay the full so-
cial costs they impose. Two cconomic instruments can correct
this market failure: carbon taxes and tradable permits. (Note
on terminology: More detailed treatments. as in Chapter 11,
often reserve the term “emission permits™ for domestic instru-
ments and “emission quotas” for international instruments.
This section treats the issue of tradable emission rights in a
general way. most often using the term “permits”: whether the
meaning is domestic or international should be clear from the
context.)

Implementing either one of these instruments could raise
issues of national sovereignty. because to he effective cither
carbon taxes or permits would require the creation of institu-
tions with the authority to allocate, administer, and ¢nforce
agreements. Although these issues lie outside the immediate
concern of economics, they are relevant to any discussion of
practical implementation.
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A tradable permit scheme involves a determination of the
total level of permits and a distribution of the initial alloca-
tion, with emission levels for any firm limited to the number
of permits held. The initial distribution may be made by an
auction or allocation according to benchmarks (e.g.. per
capita emissions as of a given date), or by historical emission
levels (“grandfathering”). Alternatively, emission rights could
be grandfathered in at current levels and gradually shifted
over to a per capita allocation as of a given date.

Once permits are distributed among the regulated entities,
a market is set up, allowing companies to buy and sell permits
according to their plants” planned emissions. The cost of pro-
duction then includes not only the costs of conventional
inputs, but also the costs of additional permits to offset addi-
tional emissions. Plants whose cost of mitigation is low will
find it relatively casier to abate pollution rather than to buy
permits. Plants with higher costs of mitigation will have a
greater preference for buying permits than for abating pollu-
tion, The price of the permits, which are artificially created
scarce resources, is determined by the market. With the use of
tradable permits, companies have an incentive to improve the
efficiency of their production and thereby reduce their emis-
sion levels, as they can sell excess permits on the market and
generate revenue. ¥

Although permits thus create a marginal cost of production
related to the marginal emissions, carbon taxes impose a tax
directly on the marginal emissions. Both systems thus force
producers and houscholds to face the true social costs of their
actions.®s In principle, cither could be adjusted to achicve the
level of emissions desired. although adjustments of this sort
may be difficult in practice.

The initial allocation of permits will largely determine the
distribution of costs of abatement (Chapter 3 discusses these
issues of equity at greater length) and at the same time influ-
ence the growth path of participants’ economies. For example,
an allocation based on population at a given date would pro-
vide an incentive for population control, 3¢

Imposing carbon taxes can have large distributive conse-
quences. A system of grants can largely offset these distribu-
tive consequences, but such offsetting grants might well not
be made. Providing tradable permits equal to existing levels
of emissions scemingly makes no firm or houschold a loser.
But granting permits in that way cffectively represents a grant
of money (such permits have monetary value) in a way that
may not accord well with standard ethical principles. For in-
stance, by embarking on an ambitious programme to reduce
emissions, a firm may qualify for fewer permits than it would
otherwise. Not only does this violate ordinary notions of fair-
ness, but anticipation of granting permits in this way would,
accordingly. have strong adverse effects on emissions.™’

Although presenting a political impediment to its introduc-
tion, the fact that a tax has large distributive consequences is
not necessarily an argument against it. Some argue that those
who failed to pay the tull social costs of their actions earlier
are not theretore entitled to special allotments now.

Once it is recognized that the distribution of permits across
countries will inevitably be decided by some principle other

than current levels of emissions, then it becomes clear that
both taxes and tradable permits will have distributive conse-
quences. An agreement among countries to impose uniform
corrective taxes, with each country retaining its own revenue,
would have few consequences for redistribution between
countries, and the burden of the tax would, as noted earlier,
likely be progressive.

Governments in the developed countries might decide to
use some of the revenues so generated to encourage activities
that benefit less developed countries (such as research and de-
velopment directed at technology appropriate for developing
economies) or to provide other forms of assistance. Decisions
about such uses could be made bilaterally or collectively. In
contrast, decisions about how tradable permits would be allo-
cated across countries would have to be made multilaterally.
Arriving at a formula for distributing these property rights
may be far more difficult than arriving at a tax rate and a pro-
cedure for its revision, as any such formula may entail sub-
stantial redistribution.

1.5.5.1 A double dividend?

Many measures that reduce emissions of greenhouse gases
also yield other environmental or economic benefits, such as
reductions in emissions of other pollutants and energy sav-
ings. These are called secondary benefits or double dividends.
Some analysts argue that using carbon tax revenues to reduce
existing distortionary taxes is an economic double dividend.

Revenues from carbon taxes may allow a reduction in dis-
tortionary taxes elsewhere in the economy. If the (compen-
sated) elasticity of demand of labour is relatively high, and
the revenues from the carbon tax are used to reduce taxes on
labour income, then there would be a double dividend from
the carbon tax in the reduced deadweight loss from the labour
tax, which would otherwise be significant.

At least three objections have been raised to this idea. First,
conceptually, rationalizing the tax system by reducing the
most distortionary taxes is certainly a worthy goal but is not
cquivalent to imposing a carbon tax. Distortions can be re-
duced without a carbon tax, and a carbon tax could be im-
posed without reducing the existing distortions. Second.
empirically, if the (compensated) labour supply elasticity is
relatively low, then the deadweight loss from the labour tax is
low. and the commensurate welfare gain is reduced. Third.
politically. if carbon tax revenues are used to offset the exist-
ing deficit rather than to reduce taxes on labour and capital.
then the carbon tax acts more like an ordinary tax increase, in-
creasing distortions from taxation to pay for budget items
with a lower return than the extra burden imposed. The gains
to total welfare (reductions in deadweight loss) depend on the
welfare losses associated with these other distortionary taxes.
as well as the cross-elasticities of demand between carbon and
other taxed commodities.™¥

Even though carbon taxes may have a positive effect on
economic welfare, they can at the same time have a negative
effect on measured economic growth, since those measures
typically do not include the value of environmental degrada-
tion. Researchers differ on the size of the loss. The wide
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spread in the numerical results, however, should not obscure
agreement among researchers on a number of important
points. All models used in the major comparison studies to
date have projected, first, that intervention would be required
to achieve the emission targets: second, that the size of the re-
quired tax increases with the stringency of the carbon limit;
and third, that the size of the appropriate carbon tax varies
over time, even for the same emission or concentration
target.®

1.5.5.2 Energy taxes

Energy taxes as a means of controlling greenhouse emissions
must be viewed as “second-best” taxes, in that they do not di-
rectly tax the externality, greenhouse emissions. Whereas car-
bon taxes directly penalize the externality-generating activity,
less targeted alternatives, such as energy taxes. may be politi-
cally more acceptable. Carbon taxes reduce emissions, first
directly, by moving up the demand curve; second indirectly,
by encouraging consumers to switch to less carbon-intensive
energy sources. On the other hand, energy taxes work through
the first path by reducing total energy consumption. But to the
extent that certain kinds of energy, like hydroelectric, have, at
least in the short run, a relatively inelastic supply, there will
be a major impact on oil, gas, and coal; and to the extent that
oil and gas supplies are best described by a model of an ex-
haustible natural resource, with relatively low extraction
costs, most of the supply reduction will occur in coal. Thus,
indirectly, there will be a considerable amount of switching,
through the indirect effects.

1.5.5.3 Tradable permit markets

In order for systems of emission permits to achieve reductions
in emissions efficiently, there needs to be a market for emis-
sions across international boundaries. There is some debate
about the role of government or international organizations in
establishing a market for such emissions. Some believe that
there are private incentives for the establishment of markets:
others contend that government can play a key market facili-
tation role through establishing centralized clearinghouses for
information or even providing for permit banking (storage) or
brokerage (trading) to facilitate trades between private par-
ties. These services would prove especially useful in the more
complex international context.

1.5.5.4 Combining taxes with tradable permits

Although carbon taxes and tradable permits are typically pre-
sented as alternatives, policymakers may prefer to combine
them. The major disadvantage is the additional administrative
cost. The advantage is more subtle: The market value of trad-
able permits is reduced as taxes increase. With an optimal car-
bon tax, and with a tradable permit supply set equal to the
optimally chosen level of emissions, the price of a permit
should be zero. More generally, the greater the tax, the less the
value of a permit (for a fixed supply of permits), and thus, the
less the distributive consequences of alternative rules for allo-
cating the initial endowments of permits. Another possible

Y

combination would utilize permits for large sources and o tax
(set to equal the permit price) on small sources.

1.5.5.5 Intertemporal patterns of taxation

If the target is the long-run atmospheric concentrations of
greenhouse gases, then climate change damages will be ap-
proximately the same for emissions in any particular vear,
although the optimal carbon tax must be adjusted for dilter-
ences in costs, discounting, and risk.”" The focus on concen-
trations also implies that early reductions are more valuable
than later reductions.

For exhaustible natural resources such as oil. economic ¢l
ficiency requires that those deposits with the lowest cost of
extraction be extracted first. Hotelling (1931) arguced that
competitive equilibrium implics that rents (price minus costs
of extraction) must rise at the rate of interest. The price of the
backstop technology (an energy source assumed to be avail
able in unlimited quantitics at a certain price after a certain
date, such as electricity from solar photovoltaic cells) deter-
mines the set of resources to be ultimately exploited, namely.
all resources for which the cost of extraction is less than the
price implied by the backstop technology’s price. Thus, it is
the tax on oil or gas at the date of switching 10 the backstop
technology that determines the ultimate amount of oil and gas
that will be extracted, and thus the total burden of CO, placed
on the atmosphere by oil and gas. If that were the only matter
of concern, one could simply announce a commitment to im-
pose such a tax sometime in the future when relevant backstop
technologies become available and competitive. That an-
nouncement would. if believed. have an immediate effect on
current prices.

1.5.6 Regulatory approaches

Regulation of greenhousc cmissions may take many forms,
including fuel restrictions, technology standards. and various
economic incentives. Chapter 11 discusses these options in
detail. Economists have long argued for the use of economic
incentives for environmental management. although govern-
ments have so far relicd on traditional regulations almost
exclusively, as traditional approaches have been more ac-
ceptable to the public and industry.

Proponents of the traditional approaches often claim that
these approaches “force™ technology (i.c.. stimulate techno-
logical innovation or refinement). with less redistribution than
forcing technology through taxes. Thus. if automobile makers
are required to attain a certain milcage standard, they will
meet the standard; on the other hand, gasoline taxes might
have to rise significantly to reduce fucel consumption by the
same amount. Evidence for the claim of technology forcing.
however, is cquivocal. In several cases in which industry
failed to meet the applicable standards, regulators withdrew
the standard in the face of unacceptably high economic costs.
The apparent advantage of technology forcing — one large in-
strument of coercion instead of the subtle and continuous in-
centives provided by market forces — is often in fact a dis-
advantage.
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There arc other disadvantages to the traditional approach
as well. First, traditional regulations do not in general result in

economic cificiency. since those in one sector face implicit or

explicit incentives at the margin that differ from those in other
sectors. Second, traditional regulations fail to account for oft-
setting private responses that may neutralize the regulation’s
intended effects and even cause environmental harm. Third,
traditional regulations provide no incentives for exceeding the
given target, even when doing so might result in little addi-
tional cost.”!

Traditional regulations that focus on inputs and technology
rather than outputs have the further disadvantage of not di-
recting rescarch toward meeting performance objectives at
least cost. For instance, when stack gas scrubbers are re-
quired, rescarch will be directed at producing scrubbers at
least cost, rather than reducing emissions at least cost. Hence.
a dynamic inelficiency is added to the obvious static ineffi-
ciencies. Finally, because of the nature of the regulatory
process, traditional regulatory designs are more likely to be
captured by special interest groups.”?

It should be kept in mind that government policies to ad-
dress external effects (market imperfections) are likely to gen-
crate their own cxternal cffects, in part because of the
difficulty in identifying the gainers and fosers from changes in
policy. Thus, the likely cost of “market failure™ must be com-
pared to the likely costs imposed by governments” attempts to
remedy the problem.

1.6 Sustainable Development

The concept of sustainable development was formulated
about 1980 as a responsce to the apparent conflict between en-
vironmental concerns and the need for economic growth, es-
pecially in developing countries. At the time. prescrving
biodiversity and maintaining environmental quality seemed
incompatible with a five- or tenfold increase in world output,
as would be necessary if per capita incomes of the developing
countries were eventually to approach those enjoyed by the
developed countrics now. The sustainable development de-
bate rekindled interest in the question of resource scarcity,
originally addressed in the cconomics literature by Malthus

(1798) and revived in the policy arena with the publication of

The Limits to Growth (Meadows and Meadows, 1972). Re-
cently, the ficld of “ccological cconomics™ has extended this
approach (Howarth and Norgaard. 1992).

A variety of definitions of sustainable development have
been proposcd. The Brundtland Commission offered this in-
terpretation (World Commission on Environment and Devel-
opment, 1987):

Sustainable development is development that meets the

needs of the present without compromising the ability of

future generations to mecet their own needs.

Although the Commission clearly had in mind environmental
considerations. its report did not spell out exactly what sus-
tainable development included.

1.6.1 The economic concept of sustainable development

Although sustainable development began as an ethical princi-
ple, it is at the same time an economic concept, focussing on
two issues: (1) intertemporal equity and (2) capital accumula-
tion and substitutability.

Intertemporal equity. Robert Solow’s definition of sustain-
able development (Solow, 1992), which focusses on intertem-
poral equity, has enjoyed wide currency among economists.
Sustainable development, he argues, requires that future gen-
crations be able to be at least as well off as current genera-
tions. The central implication is that any environmental
degradation should be offset by increases in capital stock suf-
ficient to ensure future generations at least the same standard
of living. Sustainable development does not preclude the use
of exhaustible natural resources but requires that any use be
appropriately offset.

In practice, sustainability as defined by Solow provides
tew constraints on growth paths for the developed countries.
so long as steady increases in productivity continue. Technical
change alone, without further capital accumulation, may well
sustain future living standards and offset any eftects of envi-
ronmental degradation. To see this with a numerical example.
note that even if estimates of adaptation costs are taken to be
1-3% of GDP should significant warming occur, and if even
moderate rates of technical progress of 1-1.5% per annum
continue to occur, then future generations 45 to 70 years from
now will have twice the income of the current generation.
Even with no discounting, it would be hard on this account
alone to justify the sacrifice of further consumption by this
generation in order to enhance the standard of living of the fu-
ture generation.

Capital accumulation and substitutabilirv. To what extent
can technology, skills, and capital equipment substitute for a
decline in exhaustible resource stocks or a decline in per
capita environmental amenities? Solow’s definition, in com-
mon with much economic theory to date, implicitly assumes
that substitutes exist or could be found for all resources.
Pearce (1989, 1991) argued that if substitution possibilities
arc high, as most evidence from economic history indicates.
then no single resource is indispensable, and intertemporal
cquity stands as the only crucial issue. If, on the other hand.
human and natural capital are complements or only partial
substitutes for each other (e.g.. if. because of the irreversibil-
ity of extinction.”? capital accumulation is only a partial sub-
stitute for biodiversity). then different classes of assets must
be treated differently. and some assets are to be preserved at
all costs.

Pearce et al. (1994) distinguished between strong and
weak sustainability. Weak sustainability requires that any de-
pletion of natural capital be offset by increases in human-
produced capital — the Solow criterion — or by the substitution
of other forms of natural capital, such as renewable assets in
place of nonrenewable assets. Strong sustainability requires
that some natural capital. being irreplaceable. must be pre-
served.® It has been argued that there are no close substitutes
for the atmosphere and the climate it produces. implying no
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substitution possibilities and hence the need to preserve the
atmosphere.

1.6.2 Implications of sustainable development for
developing countries

In many developing countries, Solow’s definition would not
be viewed as acceptable, since it seems to place no weight on
their aspirations for growth and development. Developing
countries have also implicitly criticized the debate over sub-
stitutability for the same reason: If some natural assets must
be preserved at any cost, then there may be no trade-off with
development. Tariq Osman Hyder of Pakistan, a leading
spokesman for the G-77 group of developing nations, has em-
phasized the importance of economic growth in achieving
sustainable development:

None of these linked [development] issues can be resolved
unless and until there is broad-based development in the
South. Only such broad-based development can provide
the foundation of international security. The Northern ap-
proach is to attack the symptoms, with a residual emphasis
on poverty eradication. But the international community
must insist on addressing the underlying causes for con-
cern. Development, environmental protection, peace, and
security are indivisible. (Hyder, 1992)

Similarly, the G-77 and China emphasized the need for eco-
nomic growth in the following statement on sustainable de-
velopment and the environment introduced during the INC-2
negotiations in 1991:

Protection of the global climate against human-induced
change should proceed in an integrated manner with eco-

nomic development in light of the specific conditions of

each country, without precjudice to the socioeconomic de-
velopment of developing countries. Measures to guard
against climate change should be integrated into national
development programmes, taking into account that envi-
ronmental standards valid for developed countries may
have inappropriate and unwarranted social and economic
costs in developing countries. (Hyder, 1992)

Endnotes

1. Some analysts believe that the justification for costly and more re-
strictive actions rests on intangible costs (Nordhaus. 1993). Intangi-
ble refers to the difficulty of measuring: intangible costs are related
to such factors as migration, comfort. health. leisure activities, urban
infrastructure, and air pollution (Fankhauser, 1994; Cline, 1992). A
warmer climate would improve human comfort in cold areas, and in
the winter generally, while decreasing comfort in warm areas.
Mearns et al. (1984) calculate a threefold increase in heat waves for
a 1.7°C. rise in U.S. mean temperature. It is not yet clear whether net
comfort averaged over the globe will rise or fall for a given rise in
temperature. Chapter 6 covers these issues in more detail.

2. Both the natural rate of species loss and the human contribution
to the process are difticult to estimate (U.S. EPA, 1989). Predicting
the effect of climate change on species distribution is more difficult
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still. The magnitude and even the sign of these ntangibles remains in
dispute, for uncertainty about the duration and types of environinen

tal changes that would be caused by climate change makes the long

term projection of species change highly complex. Population
pressures have added to pressure on ccosystems, particularly in the
Third World. Climate change may exacerbate these damages, partie

ularly in Africa, where environmental degradation has been particu

larly pronounced during the last fifteen years (UN, 1989).

3. For greater warming — such as might be experienced over the next
two centuries, or which could occur sooner if modest near-term
warming triggers the release of large amounts of carbon fronm the
biosphere and oceans to the atmosphere — the probability of large
losses increases. These losses refer to global Tosses. which represent
an aggregation of ndividual losses. Impacts will differ across i

viduals, groups, and regions. For some, the probability ot farec
losses will be high over the next century. despite the expectation that
aggregate global losses will be small.

4. Recent ice core data from Greenland point to the oceurrence of
carlier temperature rises of several degrees within o few decades
(IPCC. 1995). Reasons for these sudden changes are still not under

stood, but might have come from changes in deep ocean currents,
The other side of this debate holds that on the whole the biosphere s
homeostatic or self-correcting. This “Gaia hypothesis™ compares the
biosphere to a living being: Once moved away {rom equilibrium.
self-correcting forces naturally move it back to equilibrium (l.ove

lock, 1979). The two hypotheses are not necessarily inconsistent,
Within a range of variation. homeostatic properties could dominate.
even if stability were not guaranteed outside that range.

5. A warmer climate might also increase climate variability, though
climatologists cannot say with assurance whether climate will he

come more or less variable daily and scasonally. The normal vari

ability of existing climate also makes it difficult to detect uny
warming that might be occurring. The “signal-to-noise™ problem
makes it possible for observers to mistakenly consider a normal ¢x-
treme event as evidence of a trend or to fail to sce a trend in a noisy
data series. Because of the signal-to-noise problem, the scientilic
community 1s unable to indicate confidently. for example, whether
the extremely warm ycars of the 1980s are cvidence of chimate
change or not (IPCC, 1992: Solow. 1990).

6. Countries make century-long choices implicitly. for example.
when they choose population policies. policies affecting long-term
capital formation and productivity growth. or policies to protect ¢n-
vironmental assets.

7. Bargaining theory has contributed some basic principles, however.
such as the importance of threat points (i.c.. the outcome in the ub-
sence of an agreement).

8. Although the global warming potential (GWP) measure. endorsed
by the IPCC, is useful in formulating comprehensive approaches to
greenhouse mitigation policies (Stewart und Wiener. 1990), some an-
alysts have recently criticized it on the grounds that GWP implicitly
makes the opportunity costs of an increment in radiative forcing equal
for all periods in the future (Schmalensee, 1993). If all greenhouse
gases had the same rate of decay, then this problem would not arise.
9. Aerosols have very short lifetimes, so their effects are far more re-
gional than those from longer-lived greenhouse gases. It may not he
possible to develop an analogue of global warming potential for
aerosols.
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10. Forests cannot be expanded indefinitely, however. Thus. in-
creased carbon sequestration is not a permanent solution to increas-
ing greenhouse gas emissions.

11, Advances in cost-benefit analysis have allowed the introduction
of risk and equity issues in a systematic way.

12. Knight's often-quoted distinction (Knight, 1921} separates risk,
for which the probabilities of different outcomes are known, from
uncertainty, in which cither the probabilities are unknown or some
potential outcomes are not specified.

13. This transfer of risk is made casier by dividing the risk into small
parts, so that any individual faces only a small risk and thus requires
only a small risk premium in compensation.

14. This conclusion assumes decreasing absolute risk aversion
(about which there is a general consensus). Even if developing coun-
tries were adversely affected, so long as the adverse cconomic effects
were proportionately smaller, then, assuming decreasing relative risk
aversion (about which there is less consensus), the developed coun-
tries would be in a position to insure the undeveloped.

Insurance contracts may also be created because of differences in
judgments concerning the probability of the insured event occurring.
This suggests the potential of an important principle to be invoked in
future international negotiations or agreements: Countries that be-
lieve that the risks of climate change are low, and are therefore seem-
ingly unwilling to take strong actions to mitigate these risks, ought
to be willing to provide insurance against climate change at low
cost, since it has, from their perspective, an actuarially low value
(Chichilnisky and Heal. 1993), although enforcement issues may
complicate the problem.

Insurance markets, it appropriately designed. have one further ad-

vantage: They encourage actions that diminish the potential size of

any loss, because insurance firms have an interest in minimizing the
cost of losses. Some of the losses associated with climate change can
be casily avoided or reduced (e.g.. by making ocean-front houses
more durable to reduce vulnerability to storm damage). In designing
insurance for climate change risks, cither the insurance should be
based on exogenous events (¢.g.. not on the dollar losses incurred,
but on the rise in sca level), or the insurance companies should be
given broad discretion to require the insured to undertake actions to
mitigate losses.

15. Chapter 6 provides estimates of expected regional damage.

16. In the absence of such requirements, moral hazard problems
arise. It may be desirable to focus government intervention not on
the primary insurance market but on the reinsurance market. See re-
cent U.S. government analyses of failures in insurance markets for
natural disasters and the design of appropriate responses to these.

17. Computer modellers participating in the Energy Modeling Forum
(EMF) examined an “accelerated R&D™ scenario in which the cost
of nonelectric backstop talls from $100 to $50 per barrel of oil equiv-
alent, and the cost of the electric backstop falls from 75 to 50 mills
per KWh. The four models used were remarkably consistent in their
estimates of cconomy-wide costs. reporting GDP losses falling by
65¢% tor the 20% emission reduction scenario (EMF, 1993).

18. Weitzman ef al. (1981), cited in Lind (1994). make these points
in formulating a sequential decision strategy for developing syn-
thetic tuels.

19. Manne and Richels (1992). Nordhaus (1993). and Peck and Teis-
berg (1993) all report a high value for better scientific information on

climate change, including the cost and timing of new supply and
conservation strategies.

20. Richels and Edmonds (1993) provide a demonstration of this
proposition; they calculate relatively low costs for stabilizing CO,
concentrations if flexibility in timing is allowed, compared to cap-
ping and stabilizing emissions to achieve the same atmospheric con-
centration.

21. Alternatively, the Kaya identity may be written

Growth rate of = growth rate — decline in energy — emissions
CO, emissions  of output per unit output per unit of
encrgy usc

That is, CO, emissions will not rise as long as output grows no faster
than the combined decline in energy intensity per unit of production
and CO, cmissions per unit of energy use. This formulation applies
most usefully to the developed countries.

22, Chapter 8, Estimating the Costs of Mitigating Greenhouse Gases.
treats the important issuc of inertia and technology.

23. Note that energy-efficient development paths for developing
countries have been proposed (Goldemberg ef al., 1988).

24. That is, for conventional exhaustible resources, there is a stock.
S. Welfare depends on flows out of the stock each year:

ues, =S, 8, =8
where U is utility or welfare, and §, is the stock at the end of period 1.

In the case of climate change, welfare depends directly only on
the stock of carbon in the atmosphere, though indirectly also on
emissions, through the consumption of goods.

U(S, C\(S, = S.h Sy C2(Sy= S v S, CAS, o | = S)hveine)

25. Even when the flow exceeds the long-run sustainable level, it
will not be optimal to reduce the flow instantaneously, unless there
are zero costs of adjustment. For the atmosphere, a sustainable stock
of greenhouse gases means stable concentrations. Current emissions
are estimated to be at about twice the level consistent with stable
concentrations.

26. Postponing action may lead to some irreversible damages, such
as the flooding of low-lying states.

27. As noted. this is a simplification. Recent literature in resource
cconomics often treats fossil fuels as depletable rather than ex-
haustible: that is. price affects incentives for exploration. and some
marginal wells would not be drilled if oil prices fell too low. It is also
a simplification to treat coal reserves as inexhaustible. With the more
realistic assumptions of a steeply rising supply curve for oil and gas
reserves (over the next century or two) and a rather flat supply curve
for coal. the results quoted still hold.

28. Energy economic models often use the assumption that alterna-
tive sources of energy will become available at some future date
from nonfossil (noncarbon-emitting) sources. The means to supply
this energy is often called backstop technology. The modeller must
specify the quantity. cost. and date of availability of the backstop
technology.

29. For analyses of market and optimal responses to uncertainty
about the arrival of backstop technologies, see Dasgupta, Gilbert.
and Stiglitz (1979) and Dasgupta and Stiglitz (1981).

30. For counterexamples to the received wisdom, see Coase (1960).
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31. Formally, if A measures the quality of the atmosphere. then cach
individual’s or country’s welfare, U/, is a function of its own con-
sumption, €/, and the shared public good. A: U/ (C/, A). This does not
mean that value changes in A are the same for all individuals and
countries; that is (JU//QCH(IUNIA) may differ in magnitude. and
even in sign.

32. Although there may also be trade-offs. Reductions in gases that
contribute most to local pollution may sometimes be achicved at the
expense of increased emissions of greenhouse gases.

33. This kind of optimization problem was first studied by Edge-
worth (1881). The importance of incentive effects for the analysis of
distributional issues was first emphasized by Mirrlees (1971). There
are, obviously, important incentive effects: If the less developed
countries were able to classify any expenditure that had some effect
on mitigation as a mitigation expenditure, with the cost borne by the
developed countries. they would have an incentive to undertake ex-
cess expenditures of this type. The GEF (Global Environmental Fa-
cility) directly addresses this issuc by providing funds only for
incremental costs, that is, those costs that go beyond what would
have been the efficient level of expenditures if the public good bene-
fits of greenhouse gas mitigation were ignored.

34. The importance of the assumption that bargaining or transaction
costs are absent (and perfect information is present) has only gradu-
ally come to be recognized. See Stiglitz (1988) for an clementary
textbook treatment.

35. For instance, it makes no difference whether smokers or non-
smokers are given the property rights to air. Rather. it is whether
smokers value smoking more or less than nonsmokers value clean air
that will determine whether smoking occurs. How property rights are

assigned does make an important difference for the distribution of

welfare. Coase’s conclusion that outcomes are unrelated to the initial
assignment of property rights obviously ignores potentially impor-
tant income effects.

A slight extension of this perspective says that social scientists
should simply describe the outcome of the bargaining process by
which property rights are assigned. Beginning with the important
work of Nash (1955). a variety of bargaining theories has been devet-
oped, most of which emphasize the importance of “threat points™ —
the outcomes which arise in the absence of a bargaining agreement —
to the determination of the eventual outcome. In this case. the fact
that the net losses of many developed countries may be limited rela-
tive to those of many of the less developed countries suggests a bar-
gaining solution in which much more of the costs of mitigation are
borne by the less developed countries than under the “social welfare
function™ allocations described carlier.

36. In the case of small taxes, these are “compensated”™ taxes and
have no welfare effect, though they have a substitution effect, and
therefore do reduce pollution.

37. The loss in welfare (ignoring the benefits from reduced green-
house gas warming) are the Harberger triangles. and can thus be
shown to be proportional to the product of the elasticity of demand
for energy and the share of energy in national output. Since poorer
countries are likely to have less access to alternatives that increase
the elasticity of demand, and since the share of energy is larger in
richer countries, the burden of the tax is progressive.

38. The polluter-pays principle endorsed by the OECD is exclusively
prospective.
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39. Many have challenged the cthical basis for assigning responsibil-
ity based on past damages. Using cither an egalitarian social welfare
function approach or a Rawlsian “behind the veil of ignorance™
analysis (Rawls 1971) leads to the rejection of the polluter-pays prin-
ciple. Since at the time the relevant actions are taken. the polluter ts
not cognizant of the effccts. such fees have no incentive effects. but
rather appear as random taxes, lowering cach person’s expected util-
ity. and in particular the expected utility of the worst-off individual.
There is a further ethical issue: It is generally difficult to ascertain
who actually benefits from escaping the obligation of paying lor the
pollution. It need not be the individual. firm, or country actually en-
gaging in the pollution-gencrating activity. In competitive markets.,
when firms are not charged the full social costs of production. prod-
uct prices will fall. giving consumers a substantial fraction of the
benefits.
40. Manne and Richels (1992) show that. under the IPCC emission
scenarios. even the most drastic controls on emissions from devel-
oped countries would be insufficient to stabilize greenhouse gas
concentrations without some means of controlling emissions from
developing countries.
41. Public goods exist when property rights are not or cannot he
clearly assigned. The atmosphere is an international public good be
cause assigning property rights to the atmosphere is difficult for one
nation acting alone, and particularly difficult when many sovercien
states must agree among themselves. Tradable greenhouse emission
permits, discussed below, attempt to resolve the problem by exphc
itly assigning property rights to greenhouse emissions.
42. Coase’s discussion of externalities (1960), emphasized the sepa
rability of efficiency and equity issues. Though there have been sen
eral important qualifications to Coase’s conjecture. emphasizing the
importance of public goods. imperfect information. and transaction
costs. the basic insight still remains applicable here.
43. Chapter 7 discusses this issue at greater length.
44. These concerns are not just theoretical possibilities, as the 1ol
lowing two examples illustrate. Assume that the developed countries
impose high energy taxes. but the developing countries fail to do so.
Energy-intensive industrics, such as aluminum. migrate from the de
veloped to the developing countries. But energy efficiency in the de
veloping countries is much less than in the industrialized countries.
so the total energy used to produce a tonne of aluminum conld m
crease substantially. Although economic efficiency would call 1o
locating energy intensive industries where energy efficiency 1
greatest. a system of partial controls would resultin energy-intensine
industries being located where energy efficiency is lowest. Similarls.
the reduced energy consumption by the developed countries vill re
sult in lower producer prices of oil and gas. leading to increased con
sumption of energy in the developing world. partially offscetting any
energy conservation induced in the industrialized countries.
45. The precise manner in which this should be done is a techmical
matter, treated in the literature on Global Warming Potential (scc.
e.g.. IPCC, 19904, 1995). To the extent that there are large differ-
ences in atmospheric lifetimes, then the relative weighting of ditfer-
ent greenhouse gases should change over time. since the “shadow
price” associated with effects on relative concentrations at different
dates will differ.
46. Stmilarly, if the developed countries restrict forest cutting. the
price of lumber may rise, inducing the developing countries to cut
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down more of their own trees. Thus, total global carbon sequestra-
tion may not increase. Furthermore, if hardwood forests in the less
developed countrics are the least desirable ones to cut down from an
ecological or cconomic perspective, as some researchers have con-

cluded, then environmental and economic efficiency will decrease if

these forests are exploited more intensively (Edmonds and Reilly,
1983).
47. Only a few models take into account international capital flows.
Thus, most models do not address issues of industry relocation
{McKibben and Wilcoxen, 1992). It is also doubtful whether com-
puted general equilibrium models can realistically represent capital
relocation from one country to another. Chapter 11 provides a more
complete discussion of leakages.
48. In the case of production of highly substitutable commodities,
carbon leakage will be much greater.
49. Whether taxes, in fact, have this effect depends in part on the
shape of the demand curves. With intertemporal separability in de-
mand curves, constant elasticity, and no backstop technology, a con-
stant ad valorem tax has no effect on the pattern of consumption.
Coal presents markedly different issues. not so much because of
its greater emissions per unit energy. but because of its higher cost of
extraction-to-price ratio. Lowering producer prices may result in less
coal being consumed, provided alternative energy sources become
available. Thus, taxes on coal are likely to have significant gencral
equilibrium as well as partial equilibrium cffects: the increase in the
price of coal will lead 1o a substitution of gas and oil. If alternative
energy sources are not available, such policies will only affect the in-
tertemporal timing of coal consumption (given the much more lim-
ited resources of gas and oil). But even that might be of some value
in reducing long-run greenhouse gas emissions, as the ability to ex-
tract energy from coal may increase significantly over time. Analyz-
ing the optimal intertemporal structure of taxes to minimize long-run
ambient levels of greenhouse gases, taking into account both in-
tertemporal substitution and substitution across energy sources, is a
complicated technical issue that to date has not been adequately ana-
lyzed.
50. United Nations Conference on Environment and Development,
Framework Convention on Climate Change, May 9, 1992.
51, The most ditficult problem is posed by investors who invested in
these resources under a previous regime (where these resources were
not taxed). Do they have any special claim to compensation for a
“change in regime.” Changes in demands and supplies occeur for vir-
tually all resources and are an inevitable part of the risks in investing.
Most economists would argue that arbitrary and capricious changes
in policies contribute to business uncertainty, and therefore have an
adverse effect on economic growth, but reasoned changes in policies
in response to changes in information are an inevitable part of busi-
ness risk.
52, For example. some electric utilities in the U.S. are already mak-
ing decisions in anticipation of some future policies to limit green-
house emissions.
53. These issues also arise among countries. Countries with large
coal deposits will tind the value of their natural wealth eroded and.
quite naturally will be less enthusiastic about international agree-
ments that reduce coal use or lower producer prices.
54, Studies show variation in GDP losses across models. For exam-
ple. it is estimated that stabilizing emissions at their 1990 levels
would reduce ULS. GDP by 0.2 to 0.8% in the vear 2010 - roughly

a $20 billion to $80 billion loss for that year. Estimates of the costs of
reducing emissions by 20% below 1990 levels in the year 2010 range
from 0.9% to 1.7% of GDP. Aggregated models (top-down) have
generally reported higher costs, whereas disaggregated models
(bottom-up) have shown lower costs. Chapter 9 contains a more
complete discussion.

These GDP losses occur when carbon taxes lead to investments
that are more expensive than those that would take place in the ab-
sence of the taxes. The higher the carbon taxes, the greater the in-
vestment in price-induced conservation and the greater the extent of
fuel switching toward less carbon-intensive substitutes.

The overall impact of a carbon tax will depend not only on the
size of the tax but also on the uses to which the revenues are put. In
the standard Energy Modeling Forum (EMF) scenarios, it was as-
sumed that tax revenues would be redistributed in a neutral manner
(i.c.. without affecting the marginal tax rates). There are, of course,
numerous ways in which tax revenues can be used. These include re-
ducing budget deficits; reducing marginal rates of income, payroll,
corporate, or other taxes; granting tax incentives to preferred activi-
ties; or increasing the level of government expenditures. The costs of
the tax will vary widely depending on how the revenues are recycled.
55. Top-down models estimate that for developing countries there
cxist low-cost options for reducing emissions in the ncar term, but
eventually costs would exceed 1% to 2% of GDP (EMF, 1993). For
economies in transition, because of historical inefficiencies and
energy subsidies, there exist large opportunities to reduce emis-
sions at little or no cost. For developing countries, problems of
informal economies make hard estimates difficult, but the cost of sta-
bilizing emissions would likely be large enough to cut into economic
growth.

56. Recent comparisons indicate that the most important differences
between top-down and bottom-up models arise from ditferences in
input parameters rather than from differences in model structure.

57. Government institutions and regulations often hinder the efTi-
cient use of energy. Developing countries are least able to absorb the
costs of these inefficiencies. Thus, although some developing coun-
tries arguc that they cannot afford to reduce greenhouse emissions.
or cannot climinate the subsidies to poor people implicit in below-
market energy prices, the same countries often have the most to gain
from reforming government-caused inefficiencies. At least in the
short run, international agreements committing countries to elimi-
nate at least the most egregious of these practices might go a long
way to addressing the problem of emission reductions.

58. This may also be a problem with electricity generated by the pri-

vate scctor, as regulation has historically set price equal to averuge

cost, rather than allowing it to match the competitive price. In many
countries, the increase of competitive pressures has moved electric-
ity prices closer to the marginal cost of production.

59. Further examples include:

Eliminating regulations impeding efficient energy utilization.
Many. perhaps most. countries have a host of regulations that in-
crease energy use as they impede economic efficiency. For instance.
the U.S. has had a policy of restricting oil exports from Alaska.
Whatever the merits of that policy. it has forced Japan to import oil
from Indonesia and Saudi Arabia. World oil transportation costs have
thus been greatly increased at the expense of the American economy.
Another example of government reform, included in the U.S. Action
Plan (Clinton and Gore. 1993). encourages ettforts to expand and im-
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prove natural gas markets through continued regulatory reform.
These reform efforts include guidelines to allow greater natural gas
use in the summer in coal- and oil-fired power plants.

Other regulation. Unintended effects of many tax, expenditure,
and other policies have contributed further to inefficiencies in land
use. Among the unfortunate effects of the U.S. Superfund pro-
gramme for the management of hazardous wastes, for example, has
been the creation of large unoccupied holes in the centres of major
cities.

60. In actual practice, some of these proposals would likely present
practical obstacles, including the cost of implementation.

61. Pay-at-the-pump insurance also has several potential drawbacks.
For example, most such proposals fail to link the factors that most in-
fluence insurance rates (driver history, vehicle location, vehicle re-
pair costs) with actual insurance payments.

62. Consider the following thought experiment: Compare an opti-
mally designed road system that only carries cars with an optimally
designed road system that also carries trucks. The incremental cost
of carrying trucks is, in most countries, much larger than the propor-
tionate share of the cost they bear in fuel taxes and other fees.

63. For example. in many countries, governments have taken an ac-
tive role in the dissemination of information to the agriculture sector.
These programmes are in some measure responsible for the large in-
crease in agricultural productivity in countries with agricultural ex-
tension services.

64. This is because those who would be at a competitive disadvan-
tage under “true” disclosure have an incentive to add “noise” and be-
cause there are strong market forces for product differentiation. In
markets with homogencous commodities. profits will be driven to
zero (in Bertrand competition), even with a limited number of sup-
pliers. For a discussion of these and related issues. see Salop (1977).
Salop and Stiglitz (1977, 1982), and Stiglitz (1988).

65. The standard reference in the organizational literature is March
and Simon (1958). Economic theories emphasizing the nonvalue
maximizing behaviour of managers include those of Baumol (1959)
and Marris (1964). The principal agent literature (Ross. 1973;
Stiglitz, 1974) provided the informational microfoundations for un-
derstanding the divergences of interests. See Stiglitz (1988). A more
recent overview is provided by Stiglitz (1991) and the symposium in
the Journal of Economic Perspectives, Spring 1991,

66. The facts that time is a scarce commodity and that decision mak-
ing in large organizations is decentralized do not in themselves con-
stitute a market failure: they do not prove that resources are not
efficiently allocated. given the real constraints facing society, which
include time. However, Greenwald and Stiglitz (1984, 1988) have
established a very general theorem showing that when information is
imperfect and costly. market equilibrium is, in general, not Pareto ef-
ficient. Thus, there is no presumption concerning the efficiency of
the market economy, cven in the absence of the kinds of externality
and public goods problems that are associated with greenhouse
gases. For a more extended discussion, see Stiglitz (1994).

Recent advances in the economics of information have provided
sounder microfoundations for these theories of the firm. And indeed,
the importance of the limitations on the availability of information,
and the consequent importance of attention-directing efforts, applies
to individuals as well as to organizations. Some studies have sug-
gested that the limited success of the special tax provisions in the
U.S. designed to encourage savings (IRA accounts) was primarily

due to the competitive efforts of banks to recruit these accounts and

the attention that savings got as a result.

67. Network externalities are manifested in other ways. Builders tail

to install energy-cfficient light bulbs, because customers dishike

them and stores do not carry replacements: and stores do not carmy
them because the demand for them is too low.

When there are important network externalities, market cquilibria
are frequently inefficient. The economy might. for instance. got
“stuck™ in the wrong equilibrium. Government action can, in these
instances, “force” the economy to move from one equilibrium to an
other.

68. This is not the only explanation of differences between bottom

up and top-down models. There are several other features of market

behaviour that bottom-up models often ignore.

(a) Hidden costs: Consumers value a range of attributes dilficult
to include in an engineering model. For example, auto buvers
value not only initial costs and fuel economy (which computet
models can easily calculate) but also performance, safety. and
durability, which they typically do not.

(b)  Divergence benveen laboratory and in-use performance: bis-
pecially for new technologics, actual energy use often differs
significantly from energy use calculated in the laboratory. 1t is
the latter on which purchasers focus.

(¢)  Variation across individual consumers: Engineering models
generally assume an average consumer, but actual consumers
may display a wide range of characteristics and usage pat-
terns. Except when demand functions are linear in the relevant
variables, the consumption of the “average™ individual is not
equal to the average consumption, and what is optimal for the
average person may not be optimal for a significant fraction of
the population.

69. For a survey, sec Jaffee and Stiglitz (1990). The basic theory of
credit rationing was developed in Stightz and Weiss (1981), and the
theory of credit rationing is further developed in Greenwald er al.
(1984) and Myers and Maljuf (1984).
70. This generally accepted methodology is, for instance, reflected in
the guidelines issued by the Office of Management and Budget in the
U.S. for the evaluation of projects and regulations. The applied liter-
ature does not address the question of whether this procedure is
appropriate in the presence of certain types of time and risk nonsepa-
rabilities.
71. Though if the variance of the net benefits is increasing over time
in a particular manner, the differences in the two methodologics may
not be large.
72. Again. under certain restrictive conditions, where the shadow
value of a capital constraint is changing systematically over time, the
differences in the two methodologies may not be great.
73. See Wilson (1977). The “winner’s curse” describes the tendency
for the winner of an auction to fail to realize a competitive return:
that is, in retrospect, to have paid too much. Though the original
discussion of winner’s curse focussed on bidding in auctions, it has
subsequently come to be applied to a range of other market phenom-
cna.

74. For a discussion of the role of the state in capital markets, see

Stiglitz (1994).

75. In some industrialized countries, energy-efficient home mort-

gage lending may help correct the problem. Lenders generally sct

criteria for the maximum loan amount based on the borrowers’ abil-
ity to repay, which, in turn, depends on income and wealth. The fact
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that a particular expenditure would enhance efficiency and reduce
utility bills is not given special attention. Energy-efficient mortgages
provide funds to houscholds to make energy efficiency—enhancing
investments that are intended to pay for themselves by reducing util-
ity bills by an amount equal to or greater than the interest payments.

With capital constraints, builders may have an incentive to trade off

initial capital costs for higher maintenance costs (lower energy efti-
ciency). Building codes specifying minimal levels of cnergy effi-
ciency and full disclosure of expected life-cycle energy costs may
help address these market distortions.

76. A country that rapidly depletes its natural resources may show a
high rate of growth under conventional income accounting. but a
fower rate of growth when resource depletion is taken into account.
Repetto (1989, 1991) calculated resource-adjusted GDP for several
countries that were rapidly harvesting their stocks of hardwoods and
other resources, arguing that conventional measures sharply over-
stated GDP.

77. Daley and Cobb (1989) have even claimed that U.S. per capita
GDP, when adjusted for environmental damage, was stagnant be-
tween 1950 and 1986. This assertion is hard to reconcile with the
steady improvement in most measures of environmental quality
since 1970, when measurement standards were established.

78. Analysts now use two methods to estimate stocks. The first as-
sumes a fixed stock of a natural resource such as oif. Consumption of
oil then depletes the stock by the amount of consumption. The sec-
ond begins by treating discovered reserves as the asset. Thus, addi-
tions to reserves increase the asset, while consumption reduces at. If
in any given ycar, new discoveries matceh resource utilization, then
according to this method no net depletion has occurred.

79. A number of difficult conceptual problems face the analyst defin-
ing levels and changes in levels of these assets.

First, how should the “stock™ of natural resources be defined?
Coal poses perhaps the casiest situation. The location of coal re-
serves is known. Costs of extraction are high, so the rents (the value
of coal in sitey are low. The depletion can be measured not by the
coal used times the market price, but the coal used times the in situ
value. But for oil and other minerals, information about where re-
serves are located is vital. Two models have been proposed. One sees
the world as having a fixed stock of natural resources (say oil). When
one uses oil, one is depleting this stock. Thus, to calculate the value
of depletion. one does not need to know the entire stock: the flow
(the amount of oil consumed) provides an accurate measure of the
change in stock.

The alternative model looks at the size of discovered reserves.
Reserves arc treated as the asset. Additions to reserves thus are
viewed as increasing the resource base. If, in any given year. new
discoveries match resource utilization, then there is no net depletion.
This is the approach being taken by the U.S. Department of Com-
merce. This accounting framework would be correct if there were an
infinite supply of the resource (reflected in zero rents). The essential
“capital”™ good is information about where the resource is located.

Environmental assets — such as air quality — present another set of
problems, because there are no market prices to value the asset. Dy-
namic optimization problems of the kind described earlier can be
used to caleulate shadow prices. How sensitive these shadow prices
are to specific assumptions remains to be investigated.

Accounting systems do not. however. have to aggregate all infor-
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mation together. Just as information about longevity and other indi-

cators of well-being (see below) serve Lo complement information
from national income accounts concerning standards of living, so too
can information about physical environmental measures be used to
complement information from the extended national income ac-
counts.

80. There is some concern that excessively broad and long patents
may actually impede innovation. When technological progress oc-
curs by building on previous innovations, later innovators require the
permission of earlier innovators to realize the returns on their inno-
vation. Although advocates of broad patent coverage argue that the
parties always arrive at efficient bargaining solutions, critics point
out that the outcomes of bargaining models with incomplete infor-
mation often entail large inelficiencies.

81. Matters are more complicated, since the patent does not reward
the innovator with his marginal contribution — the increase in the pre-
sent discounted value of benefits as a result of the innovation occur-
ring carlier than it otherwise would have occurred. For a fuller
discussion, see Stiglitz (1994) and Dasgupta and Stiglitz (1980).

82. If less developed countries tail to implement fully a set of correc-
tive taxes or tradable permits, or if less developed countries fail to
adopt and effectively enforce intellectual property rights, there will
be insufficient incentives to produce energy- and emission-saving in-
novations, particularly those appropriate for the level of technologi-
cal knowledge. human capital. and factor prices in those countries. [f
less developed countries do take these actions. there is concern that
they will result in higher prices for innovations, and thus the pace
of adoption will be retarded. An effective form of aid, targeted o
reducing greenhouse gas emissions, might take the form of sub-
sidies directed at producing appropriate energy-saving and emission-
reducing technologies for LDCs.

83. Edmonds et al. (1994) have studied the importance of available
advanced energy technologies such as those proposed by Johannson,
et al. (1993). Edmonds er «l. use the Edmonds-Reilly-Barnes model
for energy-related greenhouse gas emissions; the MAGICC model
for atmospheric composition, climate response, and sea level rise:
the IPCC scenario 1S92a (IPCC, 1992) as the reference base casc.
and five alternative energy scenarios that are far more advanced than
toduy’s energy supply and transformation technologies. The five en-
ergy scenarios are:

* advanced fossil fuel technologies

» advanced liquefied hydrogen fuel cells

» advanced hydrogen fuel cells without liquefied hydrogen
o low-cost biomass

o accelerated rate of exogenous end-use energy intensity im-
provement

Combined, the energy technologies reduce annual emissions from
fossil fuel use to levels that stabilize atmospheric concentrations be-
low 550 ppmv (i.e.. double the concentration prior to the Industrial
Revolution). The tax rate used. which was assumed to apply globally.
was the marginal cost of stabilizing fossil fuel carbon emissions in
the reference case. With values reflected for only carbon dioxide
emission reductions. the estimated cost of global emission reduc-
tions grew from approximately $35 (U.S.) billion in 2005 to $230
(U.S.) billion per year in the year 2095. With advanced fossil fuels.
low-cost solar electric power. low-cost fuel cell vehicles, the present
discounted value of adding low-cost biomass fuel to the energy tech-



Introduction: Scope of the Assessment

nology bundle is almost half a trillion dollars (U.S.). The present dis-
counted value of the advanced energy technologies taken together is
$1.8 trillion (U.S.).

The introduction of advanced biomass energy production tech-
nology was found to play a key role in reducing emissions. Biomass
energy at $2.00/GJ, growing to become the core energy supply tech-
nology by 2050, could significantly reduce emissions. This possibil-
ity highlights the potential role of technology development and
deployment relative to that of fiscal and regulatory intervention.

These results should be viewed as illustrative rather than predic-

tive. In this analysis, the gains from introduction and deployment of

advanced energy technologies depend on the sequence of technolo-
gies evaluated in the study.

84. The literature has identified three types of permit systems. The
ambient permit system (APS) works on the basis of permits defined
according to exposure at the receptor points. Each polluter, then. may
face quite complex markets ~ different permit markets according to
different receptor points. and hence difterent prices. The simpler
emission permit system (EPS) issues permits on the basis of source
emissions and ignores what effects those emissions have on the re-
ceptor points. Within a given region or zone, the polluter would have
only one market to deal with and one price. Finally, there is the pol-
lution offset (PO) system, wherein the permits are defined in terms of
emissions and trade takes place within a defined zone. However, the

standard has to be met at all receptor points. The exchange value of

the permits is then determined by the effects of the pollutants at the
receptor points. The PO system thus combines characteristics of the
EPS and the APS (Pearce and Turner. 1990). These distinctions are
of limited relevance for greenhouse gases. where what is of concern
is global emission levels. The specific location of the emissions is of
no concern.

85. The choice between taxes and tradable permits depends on the
objectives of the policymaker and the nature of the uncertainty about
the marginal cost and marginal benefit curves for carbon emission
reductions (Weitzman, 1974). Theory tells us that if the nature of the
curves is known with very little certainty. but the marginal cost curve
is known to be relatively steeper (i.c., a change in the level of pollu-
tion allowed brings about a greater change in the marginal costs of
mitigation than in the marginal benefits) then taxes should be the
policy of choice. This is because. in this case, an erroneous estima-
tion of the optimal tax rate will lead to a relatively small deviation
from the optimal pollution level. On the other hand. an erroneous es-
timation of the optimal level of total emissions in a permit scheme
will lead to a relatively large deviation from the optimal cost of the
permits.

If the marginal benefit curve is known to be relatively steeper
than the marginal cost curve, however, tradable permits are the better
option. Here, an erroncous estimation of the optimal tax rate will
lead to a relatively large deviation from the optimal level of emis-
sions, whereas an erroneous estimation of the optimal level of emis-
sions in a permit strategy will lead to a relatively small deviation
from the optimal cost of the permits.

In the case of greenhouse gas emissions, the time horizon for ad-
justment is sufficiently long that many of these uncertainties become
less tmportant. If the tax rate initially chosen yields too high a level
of emissions in one year, it can be increased, and the net impact of
the erroneous initial estimate on global warming (or the total cost of
achieving a given level of atmospheric concentration) will be negli-
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gible. In any case. as the carlier discussion of sequential decision
making has emphasized. there is likely to be a need for continued re
visions in either tax rates or permit levels.

Still, there is some argument that the required adjustments under
a permit scheme may be less burdensome (Tietenberg, 1992), For in
stance, if the authority feels that the old standard needs some tighten
ing it may enter the market itself and buy some of the permits,
holding them out of the market.

There must be effective, competitive markets in tradable permits

if such schemes are to achieve efficient outcomes. There are transac
tion costs of running such schemes, just as there are transaction costs
associated with collecting tax revenues. Whether transaction costs
give one system a decided advantage over the other is not clear,
There seems to be no compelling reason to believe that good markets
in tradable permits would not develop.
86. It is possible to design allocations of trading permits that ¢ on
average, impose no net burden on developing countries (thus con
forming to the ability to pay principle): (b) provide those eccononnes
that are growing faster per capita with commensurately greater per-
mits, thus imposing no net drag on cconomic growth, provided the
cconomy exhibits an increase in fuel efficiency at least equal to the
average of fast-growing, less-developed countries: and (¢) rewards
those cconomies that are able to reduce greenhouse gas emissions
faster than benchmark rates. either through greater control of populi-
ton growth, larger increases in energy efficiency. or switching from
higher- to lower-carbon fuels.

The extent to which individual circumstances of countries should
be taken into account in setting benchmarks remains a question lor
international negotiations. To the extent that high emissions are due
o natural endowments (e.g.. the availability of coal rather than nut-
ural gas as a source of energy). a persuasive case can be made for
benchmarks to reflect initial emission levels. To the extent thut high
emissions are due to inappropriate energy pricing policies, the case
that benchmarks should reflect initial emission levels is far more ten-
uous.

87. Similarly. some developing countries have asked. should the de-
veloped countries be given higher levels of permits, simply because
they have, in the past, been the chief source of greenhouse gases?
88. Standard tradable permit schemes essentially take the revenue
from a carbon tax and distribute it to current user emitters, rather
than using the revenue to reduce other taxes. An alternative to these
standard schemes is for the government to auction off the tradable
permits.

If taxing carbon leads to reduced lubour supply or reduced sav-
ings, then government revenues from wage or capital taxes may be
reduced. more than offsetting the direct revenue gain from the car-
bon tax. Cross-clasticities of this magnitude are unlikely. though any
such cross-elasticity will reduce the net gain from the carbon tax.
The magnitude of the double dividend has been the subject of some
dispute. with Goulder (1994) and Repetto e al. (1992) taking oppo-
site views.

89. Two main studies provide insights into the root of the variance in
estimates of the economic effects of carbon taxes: the Energy Model-
ing Forum Study-12 and the OECD comparison project. In cach
case, sophisticated sensitivity analyses were run by standardizing
key economic assumptions and using these in conjunction with com-
mon reference-case scenarios of reductions. The magnitude of the
cffect on economic growth in these studies depends both on
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assumptions concerning the effect of carbon taxes on savings and
labour supply, and the induced investment to offset the higher energy
prices. If higher energy prices do not lead to much capital substitu-
tion, and if the cross-clasticity with savings and labour is low, then
the likely elfect on economic growth will be small.

The OECD model comparison project was conducted to compare
cconomy-wide estimates of the effects of carbon taxes. Time hori-
zons as well as the key economic assumptions on growth, popula-
tion, and resource prices, and the reduction scenarios for six global
models were standardized. The global models compared were the
GREEN model, the IEA model, and four North American models
(the Edmonds-Reilly Model (ERM), the Global 2100 model of
Manne and Richels (MR), Rutherford's Carbon Rights Trade Model
(CRTM), and the Whalley-Wigle model) (Dean, 1994).

Because of differing assumptions about several key considerations,
the models showed significant variation in tax rates and costs for the
same amount of emission reduction. Several factors explain the ditfer-
ences between model results. The most important factors are:

e the degree of substitution between fuels — the ease with which
producers and consumers can switch from high-carbon-con-
tent fuels to low-carbon-content fuels

o expectations about future energy prices and taxes

¢ the speed of emission reduction

o the way in which revenue is recycled

¢ the treatment of the removal of energy subsidies

o assumptions regarding backstop technology and a host of
other technical and economic factors

Because of the varying approaches to these questions, the range
of estimated tax rates and costs is quite wide. For a 45% reduction in
baseline emissions by 2020. the required tax would be in the range of
$150-325 per tonne of carbon and the cost might be in the range of
1.5-2.9% of wor«d GDP. A 70% reduction in baseline emissions by
2050 could require a tax of between $230 and $880 per tonne and a
loss in world GDP of 2.4-3.8% (Dcan, 1994).

The required carbon taxes and associated costs vary significantly
across regions in all of the models. This indicates that the same pro-
portional reductions in emissions across all regions would give rise
to very different costs in different regions and would thus be globally
inefficient — with great potential for savings in the global cost of re-
ducing emissions through the use of emission trading between coun-
tries or regions or a global carbon tax.

Three insights cmerging from the OECD study (Dean, 1994)
are:

e Small amounts of emission reduction can probably be
achieved with low taxes:

e Large reductions can only be achieved at high tax rates (i.e..
marginal reduction costs rise with emission reductions):

¢ Carbon-free backstop technologies are likely to slow the rise
of the carbon tax, or halt it altogether. if they are available at
constant marginal cost.

The Energy Modeling Forum-12 (Impact of Carbon Emission
Control Strategies) examined the cost of reducing CO, emissions
(EMF, 1993). A diverse group of cconomic models, employing com-
mon assumptions tor selected numerical inputs. were used to analyze

a standardized set of emission reduction scenarios. In all, fourteen
top-down models participated in the study.

The EMF model comparison provides the most comprehensive
application of top-down methodologies to date. The study addresses
a wide range of policy questions. How large are emissions likely to
grow in the absence of controls? How much market intervention will
be required to meet alternative targets? What will be the price tag? In
exploring economic costs, the modellers were asked to examine the
impacts of timing, research and development, and revenuc recycling.

The EMF exercise provides a wealth of useful information for
policymaking. Although the focus was primarily on the U.S., many
of the insights are applicable to developed countries in general.

In selecting parameters for standardization, the EMF study fo-
cussed on what were felt to be the most influential determinants of
mitigation costs. These included GDP, population, the fossil fuel re-
source base, and the cost and availability of long-term supply op-
tions. In addition, although the EMF models differed considerably in
their technology representation, the study attempted to impose uni-
formity with regard to world oil prices, the oil and gas resource base,
and the cost of backstop technologies. For its reference case, EMF
adopted the average of the 1990 IPCC high and low economic
growth cases (IPCC, 1990c). To be consistent with the IPCC scenar-
ios, the study also adopted the population growth projections of
Zachariah and Vu (1988).

The modellers generally used taxes based on the carbon content
of the fossil fuels to achieve a prescribed emission reduction. The
magnitude of the tax provided a rough estimate of the degree of mar-
ket intervention that would be required to achieve the carbon emis-
sion target. Estimates ranged from $20 to $140 per tonne for the
carbon taxes required to hold emissions at 1990 levels in 2010. Esti-
mates of the carbon taxes required to reduce emissions by 20% be-
low 1990 levels in 2010 ranged from $50 to $330 per tonne.

Two parameters are particularly important in explaining the dif-
ferences in tax projections: the price elasticity of energy demand and
the speed with which the capital stock adjusts to higher energy
prices. Neither was controlled in the EMF experiments. Those mod-
els using lower price elasticities required higher taxes to achieve the
same emission goal. Those models that assumed greater malleability
of capital required lower taxes.

90. Rapid capital stock retirement may add to the cost of immediate
CO, reductions. Also. reductions may be cheaper later because of
technical changes in the intervening years.

91. Indeed, the “ratchet effect,” a commonly observed phenomenon
in command and control economies (Stiglitz, 1975b; Weitzman.
1978), leads firms to do no more than just satisfy the target.

92. Two examples from the experience of the United States Clean Air
Act: (1) the expensive and evidently counterproductive requirement
in the 1977 amendments that coal-burning power plants install stack-
aas scrubbers even if they burn low-sulphur Western coal has been
attributed to an unusual alliance between environmental activists and
Eastern U.S. high-sulphur coal interests: (2) the mandates for ethanol
in the motor fucls market are generally attributed to the political
power of the corn and ethanol interests.

93. It has been argued that new species and varieties produced by ge-
netic engineering may be able to more than offset the loss in genetic
variability from climate impacts. particularty because of the increasing
capacity to direct those mutations toward socially desirable objectives.
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94. Other views represented in the debate on sustainable develop-
ment but not generally accepted in the economics profession include
those of Daly (1991) and Daly and Cobb (1989), and those of the
new field of ecological economics (Costanza, 1991).
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SUMMARY

This chapter discusses possible decision-making frameworks
related to climate change. It begins with a review of some of
the unique features of the climate change problem and their
implications for decision making. Then two interrelated ap-
proaches to decision making — optimizing quantitative models
(decision analysis) and negotiation — are described. The chap-
ter concludes by considering the specific implications of the
preceding discussion for climate change decisions under the
Framework Convention on Climate Change (FCCC).

Decision making related to climate change must take into
account the unique characteristics of climate change: large
scientific and economic uncertainties; long time horizons;
nonlinearities and irreversibility of effects; the global nature
of the problem; social, economic, and geographic differences
among the affected parties; and an agreed framework to ad-
dress the issue.

Decision analysis uses quantitative techniques to identify
the “best” choice from among a range of alternatives. A re-
view of the real world limitations of quantitative decision
models and the consistency of their theoretical assumptions
with climate change decision making highlights the following
points:

o There is no single decision maker in climate change.
Because of differences in values and objectives, parties
participating in a collective decision-making process do
not apply the same criteria to the choice of alternatives.
Consequently, decision analysis cannot yield a univer-
sally preferred solution.

« Decision analysis requires a complete and consistent
utility valuation of decision outcomes. In climate change,
many decision outcomes are difficult to value and a
global welfare function does not exist, so quantitative
comparisons of decision options are not meaningful.

+ Decision analysis may help keep the information con-
tent of the climate change problem within the cognitive
limits of decision makers. Without the structure of deci-
sion analysis, climate change information becomes cog-
nitively unmanageable, limiting the ability of decision
makers to analyze the outcomes of alternative actions
rationally.

« The treatment of uncertainty in decision analysis is
quite powerful, but the probabilities of uncertain deci-
sion outcomes must be quantifiable. In climate change,
objective probabilities have not been established for
many outcomes, and subjective probabilities would be

controversial, so climate change decisions cannot fully
satisfy this requirement.

« Because of the large uncertainties and differences be-
tween parties, there may be no “globally” optimal cli-
mate change strategy; nevertheless, the factors that
affect optimal single-decision-maker strategies still
have relevance to individual parties.

The lack of an individual decision maker, utility problems,
and incomplete information suggest that decision analysis
cannot serve as the primary basis for international climate
change decision making. Although elements of the technique
have considerable value in framing the decision problem and
identifying its critical features, decision analysis cannot iden-
tify globally optimal choices for climate change abatement.
Decision analysis suffers fewer problems when used by indi-
vidual countries to identify optimal national policies.

The Framework Convention on Climate Change estub-
lishes a collective decision-making process within which (he
parties will negotiate future actions. Although some features
of the decision-making process are sct out in the Convention.
many are still undecided. It becomes important, then. to c¢x-
amine negotiation and compromise as the primary basis lor
climate change decisions under the Convention. Important
factors affecting negotiated decisions include the following:

« Excessive knowledge requirements in negotiated envi-
ronmental decisions may stand in the way of collective
rational choice. This difficulty could be reduced by
making the negotiation process itself more manageablc
through the use of tools like stakcholder analysis or by
splitting accords into more easily managed clusters of
agreements.

« Since society has no consistent probability threshold for
ignoring particular risks, it may be vulnerable to sur-
prise when risks are uncertain. In climate decisions. this
vulnerability could be reduced by relating cvent scenar-
ios to explicit probabilities of surprise.

« In the face of long-term uncertainties, sequential deci-
sion making allows actions to be better matched to out-
comes by incorporating additional information over
time. Sequential decision making also minimizes harm-
ful strategic behaviour among multiple decision makers.

e Improved information about uncertain outcomes may
have very high economic value, especially if that infor-
mation can create future decision options.
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o There are currently no effective mechanisms for the
sharing of risks related to climate change and their asso-
ciated economic burdens. International risk sharing
could yicld substantial benefits for global economic and
social welfare.

The Convention is, first and foremost, a framework for col-
lective decision making by sovereign states. Given this col-
lective decision mechanism and the uncertainties inherent in

the climate problem, several recommendations emerge. Cli-
mate actions under the FCCC should be sequential; countries
should implement a portfolio of mitigation, adaptation, and
research measures; and they should adjust this portfolio con-
tinuously in response to new knowledge. The value of better
information is potentially very large. To distribute the risks of
losses related to climate change efficiently, new insurance
mechanisms may be warranted.




Decision-Making Frameworks for Addressing Climate Change

2.1 Introduction

Decision makers face unavoidable choices in addressing the
threat of climate change - even doing nothing is a choice.
This chapter attempts to shed some light on the nature and
context of climate change decisions and effective means of
making those decisions. It explores quantitative analysis and
negotiation in climate change decision making and suggests
ways to enhance the decision process within the Framework
Convention on Climate Change (FCCC).

The first section revisits some of the unique features of the
climate change problem as set out in Chapter 1. These in-
clude:

+ uncertainty about the impacts of climate change, abate-
ment costs, and other factors

« long time horizons and a substantial time lag between
emissions and impacts

« irreversibility of effects

« the global nature of the problem, which necessitates col-
lective action by sovereign states

« social, economic, and geographic differences among the
affected parties

« an agreed on legal framework for climate change re-
sponses

The next section describes quantitative analytic models of
decision making, including their underlying assumptions and
their applicability to climate change decisions. It discusses the
real world limitations of quantitative decision models and
highlights those aspects of climate change decision making
that are likely to fall outside the theoretical assumptions re-
quired by such models. The discussion explores two inter-
related approaches to decision making:

o Optimizing quantitative models, where clear decision
structures and well-understood decision parameters can
serve as the primary basis for decision making

o Negotiation, where complex decision structures and
poorly understood or conflicting decision parameters
prevent a purely analytic resolution of decision prob-
lems

Quantitative optimization and negotiation can be comple-
mentary. This section reviews the academic literature on the
economic, behavioural, and organizational aspects of the de-
cision process, highlighting thosc aspects of a decision sce-
nario best suited to quantification or negotiation. The context
of the climate problem and the literature on decision making
suggest that quantitative approaches are unlikely to produce
universally acceptable solutions. so negotiation will be impor-
tant in reaching collective climate change decisions.

The chapter concludes by considering the specific implica-
tions of the previous discussion for climate change decisions
under the Convention. First and foremost, the FCCC is a
framework for collective decision making by sovereign states.
Given this collective decision mechanism and the uncertain-
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ties inherent in the climate problem. several recommendations
emerge. Climate actions under the FCCC should be sequen-
tial; countries should implement a porgfolio of mitigation,
adaptation, and research measures; and they should adjust this
portfolio continuously in response to new knowledge. To elfi-
ciently distribute the risks of losses related to climate change.
new insurance mechanisms may also be warranted.

2.2 The Context for Climate Change Decision Making

All international decisions are complex, but those related to
climate change are particularly complicated because of soci-
ety’s limited understanding of the problem, the long time
frames involved, and the global nature of climate effects and
climate treaties.

2.2.1 Impact uncertainties

Making decisions about climate change requires an under-
standing of the impact of uncertainties. Although they do not
affect the essential need for a decision, these uncertaintics
complicate the decision process and limit the ability of deci-
sion makers to identify superior options.

There are three principal areas of uncertainty related to cli-
mate change impacts:

o Scientific uncertainties obscure relationships between
emissions and atmospheric concentrations of green-
house gases, the dynamics of climate feedback. and the
effects of climate change on global temperature. ccolog-
ical cycles, sea level, and the occurrence of weather
events. These uncertainties are explored in Volume | of
this report.

o Socioecologic uncertainties  obscure  how  climate
change will affect the relationship between human soci-
eties and the biosphere, particularly where human wel-
fare is strongly affected by naturc. Such relationships
include agricultural production, fishing, and the spread
of disease. These issues are treated in Volume 2.

o Socioeconomic uncertainties obscure the economic and
social welfare effects of climate change and abatement.
These uncertainties, which affect the economic valua-
tion of resources, international trade, technological change.
and other socioeconomic interactions, are the focus of
the present volume.

2.2.1.1 Anillustration of uncertainty in climate decisions
Figure 2.1 illustrates a hypothetical relationship between cli-
mate parameters and impact uncertainty. Using mean temper-
ature change (AT) as a proxy for a set of critical climate
variables. Figure 2.1 outlines probability distributions for dif-
ferent levels of temperature change.

As the figure shows. for lesser temperature changes global
adaptation to climate impacts may be relatively easy, with a
very small risk of serious social or ecologic damage. The like-
lihood of severe consequences increases with rising tempera-
ture. becoming extremely likely at AT=6"C. As the average
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Figure 2.1: Schematic linkage between scientific uncertainties and
net impacts.

temperature change increases, the probability that the impacts
will remain within the adaptation zone becomes smaller. In re-
ality the shape or magnitude of these probability curves is not
known, but the illustration is valuable in framing the role of
uncertainty within the decision problem.

2.2.2 Time horizons

Much of the uncertainty associated with climate change arises
from the extraordinarily long time horizons involved. Few
other decision problems so obviously require a decision per-
spective spanning many decades or even centuries.

Long time scales affect both the scientific and the techno-
logical aspects of climate change. Time scales may be similar
for the development and diffusion of climate change abate-
ment technology. Histortcally it has taken about 50 years for a
new energy carrier to move from 1% to 50% penetration of its
potential market (Hifele ef «f., 1981), and that is probably af-
ter several prior decades of research and development. On the
other hand, long time scales present considerable opportunity
for innovation - time for the accumulation of incremental im-
provements in abatement techniques or for the emergence of
revolutionary, environmentally benign technologies.

Long time scales also increase uncertainties about the so-
cial impacts and proper economic valuation of climate effects.
Climate impacts will be imposed on future generations and in
different countrics with different value systems from those we
have now. The values and requirements of future society are
not known. It is possible that adverse climate impacts 50 years
from now may be considered incommensurate with some
level of monctary compensation established today. Schelling
(1994) has argued that such intergenerational equity is a fun-
damentally political concern, albeit with ethical dimensions.
But intergenerational issues have practical implications for
the identification and implementation of climate change
strategies. For example, Chichilnisky (1993a) has called for
abatement philosophies that include specification of a “'safe

minimum standard” to avoid “dictatorship of the present”
over future generations. Decision making may also need to
address the distinction between passing on future benefits and
imposing future damages — a distinction found in most ethical
and legal systems but absent from the conventional economic
evaluation of future impacts.

2.2.3 International diversity and climate-related
vulnerability

Climate change is a global problem encompassing a diverse
mix of human societies — each with a distinct geography, cul-
ture, political system, and economic status. These differences
affect both the exposure and the vulnerability of individual
countries to climate impacts:

» Some regions will be subject to above-average temp-
erature, sea-level, storm, or other changes; others will
experience below-average impacts or even impacts dif-
fering in sign from the global average;

» The impact on human societies will differ according to
myriad factors, such as the amount of low-lying or arid
land they occupy and their degree of dependence on
agriculture or aquatic resources;

« The ability of societies to absorb climate impacts will
differ according to the strength of their infrastructure.
social structure, and other local factors.

Many developing countries are in relatively hot climates.
They are more dependent on farming, and have less well-
developed infrastructures and social structures than devel-
oped countries. As a consequence, developing nations may
realize much more severe welfare loss due to climate change
than wealthier nations. Figure 2.2 illustrates hypothetically
how the same degree of climate change may impose greater
risks and welfare loss on poor countries. The figure outlines
two probability distributions for the welfare impacts of a given
climate change: one for a developed nation, the other for an
underdeveloped nation. Because of its relative poverty. the
underdeveloped country has fewer adaptatation options and is
much more susceptible to economic disaster than the devel-
oped country.

Economic dependence on agriculture could be one good
indicator of a nation’s relative exposure to severe climate-
related welfare losses. As a share of domestic product, agri-
culture ranges between 16% and 64% in low-income developing
countries compared to between 12% and 37% in middle-
income developing countries. and 3% in the U.S. (World
Bank, 1994). A study by Parry and Rosenzweig (1994) illus-
trates how climate change is likely to alter the distribution of
global food production. even if there is little impact on the
global total. In their scenarios cereal production in developing
countries could fall by 6—-12% by 2050 whereas in industrialized
countries it could rise by 2-14%. The recent African famines il-
lustrate how critical such changes in distribution can be.

Agricultural dependence is only one dimension of the dit-
ferences between countries that are likely to be important in
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Figure 2.2: Different welfare impacts for the same climatic damage:
an illustration.

climate change. Chapter 3 explores these differences among
countries further, including:

« wealth and consumption
« emissions — past, present, and future
o the distribution of and vulnerability to climate change

« endowment with resources that may be affected by re-
sponses to climate change

Such differences will be reflected in the attitudes that
countries bring to international climate change negotiations.
For example, European countries may focus most on the pos-
sible costs of abatement, whereas developing countries in
Africa and South America may be most concerned with the
burden of adaptation and vulnerability. Island states may be
most threatened by a major loss of coastal land mass. Oil ex-
porters may be most concerned about their potential loss of
revenue from abatement strategies that reduce international
fossil fuel consumption. An understanding of such differences
in national perceptions, capabilities, and objectives must in-
form the decision process, particularly where those decisions
must be reached collectively.

2.2.3.1 Ecocentrism vs. anthropocentrism

Most international discussions and IPCC reports take a
strictly anthropocentric view of climate effects: Resources
are valued only in terms of their value for human recreation,
medicine, and other aspects of human welfare. Ecocentrism,
espoused in some religious and environmental philosophies,
views homo sapiens as just one of the species on Earth, ex-
pected to share the biosphere in balance with others. Climate
change is likely to affect the habitat of all flora and fauna in

6/

the integrated global biosphere. An ccocentric viewpoint
questions society’s moral authority to make decisions affect-
ing Nature as a whole. Irrespective of whether one shares such
a viewpoint — which is a fundamental value judgment — cco-
centrism highlights the complexity of biospheric interactions
with which climate change may interfere.

2.2.4 Existing decision framework

The Framework Convention on Climate Change went into
effect in 1994. The Convention establishes many general
commitments for the parties to coordinate environmental
activities and to review their own policies to see if they en-
courage emissions. It also allows parties’ obligations to be
modified in response to new information. Most important, the
Convention establishes a general framework for ensuring thal
implementation is meeting the Convention’s objectives. To
this end it specifies a set of institutional arrangements for
climate change decision making: a decision-making body,
advisory groups, administrative support, and a financial
mechanism. But the Convention’s specification of a climate
decision process is not complete, leaving open many critical
decision issues for resolution in the future. (The provisions of
the Convention related to decision making are summarized in
Section 2.4.)

2.3 Quantitative Models of Decision Making

The integration of utility theory, probability, and mathemati-
cal optimization in the study of decision processes has yielded
quantitative models of decision making. These models seek to
explain the organization, valuation, and selection that occurs
when one possible course of action is chosen over others.
Quantitative decision models attempt to improve decision
making by clarifying complex decisions and making the hest
use of available information. Although they suffer from prac-
tical limitations, such models can offer valuable insight into
many aspects of environmental decision problems like the
climate change problem. Apart from their ability to gener-
ate numerical results, such models “provide a conceptual
framework (or several) for relating means to ends . . . for iden-
tifying the existing technical alternatives and for inventing
new ones” (Raven as quoted in Morgan and Henrion, 1990).
They can serve as an idealized reference case by which to
evaluate actual decision structures and decision choices.

This section reviews the fundamentals of decision analysis
and its underlying theoretical assumptions. It examines the
validity of these assumptions and discusses the implications
of violations of these assumptions in the climate change
decision context. The discussion shows that, in collective
decision-making situations with varying decision criteria,
quantitative analytic models may not be able to identify uni-
versally optimal decisions. In these cases negotiation may
have the dominant influence on decision making. The section
concludes with an examination of negotiation in collective
decision-making situations, such as climate change, which
have no clear analytic solution.
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2.3.1 An overview of decision analysis

Decision analysis is a formal quantitative technique for iden-
tifying “best” choices from a range of alternatives. Decision
analysis requires the development of explicit influence struc-
tures (trees) specifying a complete set of decision choices
(nodes), possible outcomes, and outcome values. Uncertainty
concerning the outcomes of possible choices is incorporated
into decision structures explicitly by assigning probabilities to
individual outcomes.

Figure 2.3 is an example of a simple decision tree for the
comparison of three climate change abatement alternatives. In
Figure 2.3, the choice is represented by a square node and un-
certain outcomes by round nodes, with costs and probabilities
as indicated on the “branches.” For example, Option 2 will
cost $30 to implement. It has an 80% chance of yielding a
zero value outcome and a 20% chance of yielding an outcome
of —$300, and so forth.

Analysis of the decision depicted in Figure 2.3 would pro-
ceed as follows: Option 2 will cost $30 to implement, has an
80% chance of yielding a zero value outcome and a 20%
chance of yielding a -$300 outcome. so its “expected value”
is:

-$30 + .8($0) + .2(-$300) = -$90.

Similarly, the expected value of Option | is -$110. The ex-
pected value of doing nothing is -$340. If the goal here is to
minimize cost, then the best choice is to implement Option 2
since it is expected to cost less than the other options.

The decision analysis example in Figure 2.3 is trivial. It is
casy to imagine more elaborate decision trees with many
more branches, sequential decisions, continuous probability
distributions, and other complications. Nonetheless, the fig-
ure illustrates all the essential features of decision analysis
relevant to this discussion.

2.3.1.1 Assumptions of decision analvsis

It may be apparent {rom the preceding example that decision
analysis operates under a restrictive set of assumptions. In
particular, decision analysis assumes the following:

o There is u single decision maker: Decision analysis does
not make the actual decisions. it only lays out the op-
tions in a consistent manner so that they can be com-
pared. In decision analysis an individual (or a perfectly
cooperating group of individuals) must choose an op-
tion bascd on some selection criterion.

o Decision alternatives are limited. To construct a com-
plete decision tree, the number of choices and their pos-
sible outcomes must be finite (and known).

o Valuation of alternatives is consistent. Decision analy-
sis yields expected values for different options. For
these values to be strictly comparable. they must be ex-
pressible in the same units (such as dollars. injuries. AT,
ete.).

o Choices are rational. Decision analysis assumes that
decision makers will choose rationally among con-
sistently valued alternatives.
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Figure 2.3: Simple decision tree.

o Uncertainties are quantifiable. Uncertainties must be
quantified in decision analysis models, either discretely
or continuously, in order to calculate expected values.

It is generally accepted that these assumptions will not be
perfectly satisfied in actual decision analyses, but often will
be satisfied approximately. If violations of these assumptions
are minor, decision analysis may still yield superior solutions
compared to other decision-making approaches. If any of the
violations is serious, the effectiveness of decision analysis as
a stand-alone decision tool is compromised — decision prob-
lems become intractable due to complexity, ambiguity, or
incompleteness. In these cases, decision analysis loses its
ability to generate a specific result (although it retains much
of its conceptual power).

2.3.2 Decision analysis and climate change

As noted at the start of this section, decision analysis can be a
powerful tool for defining the structure of decision scenarios
and for understanding the barriers to making optimal choices.
Thinking about climate choices as decision analysis problems
may highlight those aspects most likely to affect the decision
process. This section explores the assumptions of decision
analysis in climate change and the implications when aspects
of those decisions fall outside the decision analysis model.

2.3.2.1 Selection criteria and risk attitudes

One of the strengths of decision analysis is that it employs
uniformly valued set of outcomes. so options can be com-
pared directly. Given a single decision maker and consistent
comparisons, identifying a superior choice is straightforward.
“Consistency™ in this case means “behaviour in accordance
with some ordering of alternatives in terms of relative desir-
ability™ (Arrow., 1951a; Blaug. 1992). In decision analysis.
consistency of choice is implied by adhering to an explicit se-
lection criterion when identifying preferred alternatives.

For analytical purposes it is often (but not always) assumed
that all important choice attributes can be expressed in mone-
tary terms. Then the choice of action can be based on the
expected monetary values of alternatives using a particular se-
lection criterion. Different selection criteria point to different
optimal choices. Some of the most common criteria include
(after Morgan and Henrion. 1990):
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o Maximizing multiattribute utility, which specifies a
function that evaluates outcomes in terms of all their
important utility attributes (see 2.3.2.3 below), includ-
ing uncertainties and risks. The alternative with maxi-
mum utility is selected (Savage, 1954; Arrow, 1987).

« Cost-benefit, which estimates the costs and benefits of
alternatives in economic terms and chooses the one with
the highest net benefit. (Chapter 5 examines this crite-
rion in greater detail.)

o Cost effectiveness, which selects a desired performance
level, perhaps on noneconomic grounds, and chooses
the option achieving this level at lowest cost. Cost-
effectiveness analysis can aid choice between options
but, unlike the cost-benefit criterion, cannot indicate
whether or not any of the options are worth doing (MIT,
1986).!

o Minimax loss, which finds the loss associated with the
extreme event for each alternative, then selects the strat-
egy that minimizes the worst loss. This criterion
amounts to expecting the worst (very severe impacts or
very expensive mitigation measures) and avoiding those
strategies that could generate the worst outcomes (Wald
1950).

o Maximin gain, which finds the gains associated with
each action and tries to maximize the minimum of these
gains (Wald, 1950).

o Minimax regret, which chooses measures of “regret”
and minimizes the maximum regret (Savage, 1951).
This criterion emphasizes the cost of making the wrong
decision — for example, the cost of relying heavily on
new technologies that do not materialize to mitigate cli-
mate change.

o Bounded cost, which sets the maximum budget to de-
vote to risk management activity.

The choice of a selection criterion itself is subjective
and exogenous to the decision analytic model. One of the
strongest influences on this choice is a decision maker’s atti-
tude toward “risk” — his or her exposure to a chance of loss
(Random House, 1966). Evidence indicates that most (but not
all) individuals prefer a certain outcome to an uncertain
outcome, even though both outcomes may have the same
expected value. Such an attitude reflects “risk aversion.”
Risk-averse individuals would prefer decision criteria that
minimize the chance of the worst possible outcome, whereas
“risk-seeking” individuals would prefer criteria that maxi-
mize the chance of the best possible outcome.

Risk attitudes do not directly affect decision analysis. but
they can affect the valuation of decision options. When risks
are known, the expected values in a decision analysis can still
be used to identify best choices (Ramsey, 1928; von Neuman
and Morgenstern. 1947). When risks are not known, however,
expected values may no longer serve as a reliable indicator of
relative preferability (Savage, 1951, 1954). This problem is
exacerbated when changes in the decision environment are ir-
reversible. because irreversible changes may eliminate future
options. Arrow and Fisher (1974) and Henry (1974) have
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shown that, under such circumstances. selection based on ex-
pected values is inappropriate.

2.3.2.2 Multiple decision makers

Decision analysis assumes that there is one decision maker.
The problem introduced by multiple decision makers is the
potential lack of a consistent valuation of decision alterna-
tives, with the result that a universally “best” solution cannot
be identified. Even with a common assessment of the c¢x-
pected values of possible outcomes, differences in risk atti-
tudes and other factors may cause multiple decision makers to
prefer different selection criteria. Since any set of decisions
preferred by one party may not be acceptable to another. the
parties will have to negotiate an agreed course of action — one
that is likely to differ from either of the analytically derived
solutions they originally preferred. This negotiation intro-
duces a host of subjective factors (negotiating skill. for exam-
ple) into the decision process, which decision analysis is ill
equipped to handie.

In the case of climate change, there is no single decision
maker responsible for choosing preferred actions. In fact.
there are two sets of collective decision makers: one at the in-
ternational level and one at the national level. According to
the Framework Convention on Climate Change (see Section
2.4), international parties will collectively negotiate climate
decisions. There must also be a set of decision makers within
each country collectively responsible for defining that coun-
try’s positions in the international negotiations. As noted in
Section 2.2, the international parties may be uniquely affected
by numerous climate change-related factors. so they may not
share a consistent set of goals and will probably not cooperate
perfectly. But even within a country different government
agencies, individuals, and firms may have conflicting views
about that country’s optimal policy for addressing climate
change.

2.3.2.3 Identification and valuation of

decision alternatives

The economic theory of choice holds that when an individual
can take a limited range of actions, he or she “has in mind an
ordering of all possible consequences™ and chooses “that ac-
tion whose consequences are preferred to those of any other™
(Arrow, 1951a). These individual preferences are often ex-
pressed in terms of multiattribute utility functions. where
“utility” is defined as an “amount of satisfaction” (Keency
and Raiffa, 1976: Ecckhoudt and Gollier, 1995). The “attrib-
utes” may include economic value, risk, aesthetics, peace of
mind, and other criteria affecting an individual’s overall satis-
taction. Choice theory assumes that, in cvaluating uncertain
situations, the decision maker uses the monetary value of final
outcomes as a substitute measure of their utility. (Section
2.3.2.1 assumed the opposite conversion — of utility to eco-
nomic value. In either case decision options should have the
same relative values and, given the same selection criterion,
should lead to the same choices.) The valuation of outcomes
in terms of utility enables individuals to rank their prefer-
ences. If individuals are perfectly knowledgeable and consis-
tent in their choices, the most valuable option — in terms of
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utility ~ is always chosen (Price, 1993). Utility does not de-
fine the decision criteria; it requires only that the criteria be
consistently applicd. Thus, an entreprencur wishing to maxi-
mize profits will always choose the action that yields the
highest profit after accounting for risk and other factors.

The incorporation of choice theory in decision analysis is
theoretically appealing since a well-defined sct of outcome
utilitics leads to a straightforward analytic solution — a “best”
choice in terms of expected utility. Unfortunately, expression
of utility as a function in international decision making is
problematic. Arrow’s general impossibility theorem (Arrow,
1951a) suggests that a global social welfare function cannot
exist. Consequently, decisions cannot be based on an analysis
requiring such a function. Even if such utility functions did
exist, some decision outcomes, like energy security and bio-
logical diversity, can be difficult to value in economic terms.
When multiple decision makers are involved. this valuation
problem may become so severe that quantified decision out-
comes lose their meaning.

In the context of climate change, the assumption that the
collective decision makers will be completely informed about
all possible decision options and consequences s question-
able. As noted carlier in this chapter, climate change may re-
sult in a multitude of subtic and interrelated ccologic,
economic, and sociologic consequences. The effects of these
consequences on individual countries will vary widely ac-
cording to their individual vulnerabilities. It appears unlikely.
therefore, that the international partics will be able to identity
a complete set of consequences for all affected parties around
the globe. Furthermore, there is no agreement in the literature
as to how a utility function (e.g.. an index of social welfare)
would be constructed or applied to such a set of conse-
quences.

2.3.2.4 Rational choice

Decision analysis assumes that decision makers will make ra-
tional choices. Dawes (1988) defines rational choice as meet-
ing three criteria:

o It is based on the decision maker’s current state of
being.

« It is based on the possible outcomes of the available
choices.

« It treats uncertainty in a manner consistent with proba-
bility theory.

If any of these criteria are violated. it is possible for a deci-
sion maker to reach contradictory conclusions about what to
choose, even though the conclusions are based on the same
preferences and evidence. For example, an irrational decision
maker might prefer one course of action if choices were con-
sidered from first to last, but prefer a different course of action
it the same choices were considered from last to first. Thus. an
irrational decision maker can decide that a particular choice is
simultaneously desirable and undesirable (Dawes 1988).

Simon (1957) and Arrow (1987) have shown that. since de-
cision makers have finite cognitive resources. their ability to

gather and process information is limited — that is, their ratio-
nality must be bounded. When information content is within
human ability to process it, decisions may be rational. But
when information content exceeds cognitive limits, decisions
must necessarily be irrational, according to the definition
above. For example, in situations where it is not possible to
specify all options and possible outcomes in advance, one
strategy would be to collect information in a predetermined
manner for a limited time, then select the best alternative
(Dawes, 1988). This is a bounded rational approach, since it
makes the best choice given the limited information. It is not a
strictlv rational approach because it imposes an (arbitrary)
time constraint to limit the information available to decision
makers. In this example, it is conceivable that setting a differ-
ent deadline would have resulted in different decisions, even
though the true set of options and outcomes would be un-
changed. Bounded rationality, then, addresses the ways in
which the decision process, rather than the decision input, in-
fluences decision making (see also Vercelli, 1991; Faucheux
and Froger, 1994).

Simon suggests that cognitive limitations usually stem
from the limited adequacy of scientific theories to predict rel-
evant phenomena (Simon, 1987). Since climate change faces
precisely these kinds of prediction problems, it is likely that
cognitive limitations will have to be addressed in any compre-
hensive climate decision process.

2.3.2.5 Uncertainty

Arrow (1971) defines uncertainty as incomplete knowledge of
the state of the world. This incomplete knowledge implies that
individuals cannot predict with precision all the consequences
of their actions. Uncertainty in decision processes is in-
escapable. It “affects all fundamental variables that deter-
mine behaviour, explain choices and bring about decisions”
(Kessler, in Eeckhoudt and Gollier, 1995). Morgan and Hen-
rion (1990) argue that “policies that ignore uncertainty about
technology, and about the physical world, often lead in the
long run to unsatisfactory technical, social, and political out-
comes.” They view the consideration of uncertainty in deci-
sions as a valuable means of:

o identifying important decision factors and sources of
disagreement

« hedging or planning for contingencies
« understanding information provided by experts

« reconsidering repeated decision problems

One of the most powerful aspects of decision analysis is its
explicit inclusion of uncertainty in the decision process. If the
outcomes associated with possible actions are uncertain.
probabilities can be assigned to those outcomes, based either
on scientific knowledge (objective) or personal judgment
(subjective). When it is not possible to arrive at unique probu-
bility distributions for future decision outcomes, they mayv
sometimes be constructed from the known probabilities of
past events. Once outcome probabilities are established for
possible actions. they are used to calculate the expected val-
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ues of given decisions. These expected values serve as the ba-
sis for identifying preferred choices using a particular selec-
tion criterion.

Decision analysis requires that uncertainty be quantified.
Without probabilities for decision outcomes, expected value
calculations cannot be made and the technique loses its ana-
lytic foundation. Unfortunately, in the context of climate
change, objective data on the probabilities of all decision out-
comes are not available. Subjective probabilities could con-
ceivably be used, but it is unlikely given the range of views
related to climate change held by different interest groups that
collective agreement could be reached on subjective probabil-
ities for different outcomes. With no historical evidence avail-
able about the occurrence of particular climate events, equal
outcome probabilities could initially be assigned, then up-
dated when relevant new scientific information becomes
available (Caselton and Luo, 1994), but Heap er al. (1992)
have questioned this approach.

Climate change is not a situation of total ignorance — we
have some idea of plausible outcomes and their relative prob-
ability. It is inappropriate, therefore, to sacrifice the power of
decision analysis to address uncertainty simply because some
uncertainties are not quantifiable. For example, analyses of
alternative climate change scenarios may reveal that some ac-
tions are preferred to others regardless of uncertainty. It is
probably more reasonable to use decision analysis, given the
best objective or subjective probabilities available, as an ele-
ment in a broader decision process that accounts in some
other way for those phenomena the decision analysis ex-
cludes.

2.3.2.6 Conclusions about decision analysis

The preceding sections have touched on a number of impor-
tant considerations in evaluating the climate change problem
and the application of decision analysis to that problem.
(These aspects of decision analysis have also been discussed
in detail in Parikh ef al., 1994, 1995.) The main points can be
summarized as follows:

« There is no single decision maker in climate change.
Differences in values and objectives prevent collective
decision makers from preferring the same selection cri-
terion for decision alternatives — so decision analysis
cannot yield a universally preferred solution.

« Decision analysis requires a complete and consistent util-
ity valuation of decision outcomes. In climate change,
many decision outcomes are difficult to value and a
global welfare function does not exist, so quantitative
comparisons of decision options are not meaningful.

» Decision analysis may help keep the information con-
tent of the climate change problem within the cognitive
limits of decision makers. Without the structure of deci-
sion analysis, climate change information becomes cog-
nitively unmanageable, limiting the ability of decision
makers to rationally analyze the outcomes of alternative
actions.
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e The treatment of uncertainty in decision analysis is
quite powerful, but it requires that the probabilities of
uncertain decision outcomes be quantifiable. In climate
change, objective probabilities have not been estab-
lished for many outcomes, and subjective probabilities
would be controversial, so climate change decisions
cannot fully satisfy this requirement.

« There may be no “globally” optimum climate change
strategy because of the large uncertainties and differ-
ences between parties, but the factors that affect optimal
single decision maker strategies still have relevance to
individual parties.

The lack of an individual decision maker, utility problems.
and incomplete information suggest that decision analysis
cannot serve as the primary basis for international climate
change decision making. Although clements of the technique.
such as the construction of influence diagrams, have consider-
able value in framing the decision problem and identifying its
critical features, decision analysis cannot identify globally
optimal choices for climate change abatement. Decision
analysis suffers fewer problems when used by individual
countries to identify optimal national policies, since decision
scenarios are probably less complex and differences among
collective decision makers may be less extreme. Without an
effective quantitative approach to decision optimization, cli-
mate change decision makers will have to rely on negotiation
to choose their responses to the problem.

2.3.3 Negotiating climate change decisions

The Framework Convention on Climate Change establishes a
collective decision-making process within which the partics
will negotiate future actions. Although some features of the
decision-making process are set out in the Convention, many
are still undecided. The preceding discussion has shown that,
since decisions related to climate change involve many deci-
sion makers with different objectives, it may not be possible
to find a decision-analytic outcome that is “best” from every
perspective. [t becomes important, then. to examine negotia-
tion and compromise as the primary basis for climate change
decisions under the Convention.

2.3.3.1 Collective decisions in environmental accords
Environmental accords tend to be complex integrated pack-
ages addressing a multiplicity of interrelated issues - like pos-
sible actions, implementation procedures, cost sharing and
enforcement — that are difficult to negotiate internationally.
Much of the protracted nature of environmental negotiation i
due to scientific uncertainty and the (¢ priori) nced for contin-
ued learning about causes and effects to establish good collec-
tive policy. These agreements tend to be incremental because
of the political uncertainty in devising equitable approaches
to addressing environmental problems at the global level.
They typically involve a succession of negotiations: before,
during, and after the accord is reached.
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Although there have been a number of international envi-
ronmental accords in recent years, the negotiation of these ac-
cords has not gotten any easier. Reaching superior decisions
about environmental problems in a collective decision process
poses the following theoretical challenges:

o Collective irrationalitry ~ Where nonmarket resources
and cooperation are involved, a fully rational collective
decision cannot be defined (Pillet, 1996).

o Uncertainty — The literature does not provide general

procedures for incorporating differing assessments of

uncertainty into a collective decision-making process
(Price, 1993).

o Economic transfers — At this time, there are no effective
mechanisms for the distribution of cconomic burdens
associated with environmental change.

In addition to these issues, a recent study of environmental
treatics by Sjostedt (1993) found that the complexity of envi-
ronmental negotiations has been growing over time as a result
of the following factors:

« Environmental issucs have become increasingly linked
to other policy concerns, such as trade and economic
development. The implications of these linkages are of-
ten poorly understood.

¢« Many new nongovernment parties have become im-
portant participants in the negotiations.

o Bridging the differences between industrialized and de-
veloping countrics has been a continuing problem,
given their views on the equity of particular solutions.

« International environmental accords face excessive na-
tional ratification  delays and lmited compliance
(ITASA, 1993).

Negotiations related to climate change share all these theo-
retical and practical characteristics. Inasmuch as the cffective-
ness of the FCCC is hampered by these factors. decision
makers may need to consider ways that these problems can be
addressed in the collective decision process.

2.3.3.2 Collective rationality and the negotiation process

The concept of individual rationality discussed in Section
2.3.2.4 can be extended to collective rationality in multiparty
decision scenarios. Economists sometimes accept some form
of “collective preference”™ as a means of allowing collective
decision makers to reach rational decisions (even if the indi-
vidual decision makers are not strictly rational). Other eco-
nomic models, such as game theory models and principal
agent models, assume that individual agents behave and inter-
act rationally, so the decisions they reach jointly are also ra-
tional. But when individuals are dealing with nonmarket
resources (like clean air). or when cooperation is required.
knowledge requirements in related decision problems exceed
those usually required for rational collective choice. If limita-
tions on knowledge and computational capacity do not apply
cqually to all parties in the collective decision process, it
makes the problem even worse, since asymmetric information

introduces gaming and other strategic behaviour which may
stand in the way of efficient outcomes.

One way to address these collective cognitive barriers is to
simplify the process of negotiation itself. A number of tools.
like cognitive mapping, simulation modelling, rule-based sys-
tems, and stakeholder analysis, have been developed to diag-
nose and facilitate negotiation (IIASA, 1993). Stakeholder
analysis, for instance. uses information on the position, inter-
est, and priorities of stakeholders to identify the range of dif-
ferences among them and to increase the potential for the
formation of coalitions. As noted in Section 2.3.3, decision
analysis techniques can also be used to support negotiation.
For example, multiattribute utility techniques have been reori-
ented by researchers at IIASA to evaluate coalition building
and preference adjustment in the UN Conference on Environ-
ment and Development. Sjostedt (1993) has suggested even
more innovative approaches to facilitate negotiation, such as
using third parties or developing reasoning heuristics.

For the most part, studies have focussed primarily on nego-
tiation prior to and during the development of an international
accord. But postagreement negotiation is often required to
sustain dialogue on issues that cannot, by their nature, be re-
solved by a single agreement. Postagreement negotiations
present policymakers with somewhat different concerns, such
as progressive reframing of problems, adjusting strategies and
perceptions, and refining solutions. Although it has received
little attention from researchers, postagreement negotiation
can also be improved, for instance, by involving domestic
stakeholders in negotiations from the beginning (and not just
at the postagreement stage), or by modifying the structure of
the accords themselves to create more manageable clusters of
single-issue agreements (Sjostedt 1993). Regardless of the
stage of negotiation, by improving the decision process these
techniques are intended to help collective decision makers
reach an acceptable agreement (but not necessarily the best
agreement).

2.3.3.3 Uncertainty and surprise

Decision makers must rely on measures of uncertainty as
basis for addressing potential outcomes. But in negotiated
agreements, the treatment of uncertainty is often very specific
to the nature of the uncertainty. Without the quantitative
structure of a decision-analytic model, communicating uncer-
tainty to decision makers in a manner that facilitates more ob-
jective judgments becomes difficult. The literature offers no
general procedures for incorporating risk in a consensus-
building decision process. Shlyakhter et al. (1995) have cx-
plored a central question along these lines: Are decision
makers better served by probability distributions for potentiul
impacts or by a set of “best-guess” deterministic impact sce-
narios?

Probability distributions for different climate change out-
comes (developed subjectively or objectively) provide de-
cision makers with the maximum amount of information
regarding impact uncertainty. Deterministic scenarios filter
and discretize that information by assuming that all uncertain-
ties are resolved before decisions are made. For example, 4
“most likely™ impact scenario could be generated by project-
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ing the state of the world when all stochastic variables are set

at their mean levels. A set of scenarios spanning the range of

anticipated outcomes could be developed in a similar manner.
Parties in a collective negotiation process can attach different
weights to the scenarios, reflecting their particular vulnerabil-
ities in the given scenarios, their preferred decision criteria, or
other factors.

Deterministic scenarios and probability distributions are
distinct forms of addressing uncertainty; they can lead to
different decision outcomes. According to Shlyakhter et al.
(1995), these techniques can be reconciled by developing two
types of deterministic scenarios — those that are probable, and
those that are possible but improbable:

Those risks that fall below a particular threshold of proba-
bility — and are thereby ignored by a particular group or so-
ciety — can be called de minimis risks. . . . Although there is
no clear definition of a de minimis risk, it can generally be
seen to be closely akin to a related concept, the probability
of surprise.

When an event is perceived as extremely improbable, society
may take no action to avert or otherwise prepare for it. In
these circumstances, the society is vulnerable to surprise
should the event occur. If the event is truly improbable, then
surprise must also be improbable. But if the assumption of de
minimis risk is based on erroneous estimates of improbability,
the chance of surprise may be unacceptably high. This leads
to the question: “*At what probability of a serious effect should
society take action?”

Shlyakhter ef al. (1995) note that “how societies and gov-
ernments decide what constitutes de minimis risk in particular
situations . . . is largely a matter of political judgement.” In an
effort to identify a more objective threshold for de minimis
risks, the authors denote surprise scenarios as those where the
true value of a particular parameter appears at least 2.6 stan-
dard deviations away from its current “best guess” value. For
a normally distributed random variable, the probability that
the “true” value is more than 2.6 standard deviations from the
best guess is just 19%. According to this formula, then, de min-
imis risks would be those with less than a 1% chance of oc-
curring. For comparison, Shlyakhter er «l. (1995) report that
public opinion polls show many people are unconcerned
about a 5% chance of a climate-related catastrophe within
their lifetime, but are concerned about a 1% chance of a nu-
clear accident. Shlyakhter, Valverde, and Wilson (1995) fur-
ther report that an airliner with a calculated chance of failure
around 5% in its 30-year life would not be allowed to fly in
commercial service.

2.3.3.4 Uncertainty and strategic behaviour

Real world decision makers are faced not only with uncertain-
ties but with difficult scientific, technical, ethical, and politi-
cal controversies. Allais (1953) pointed out long ago that,
apart from increasing the complexity of decision making, un-
certainty creates manoeuvering room for strategic behaviour
in controversial collective negotiations. For instance, cautious
parties may feel they can do better in the long run by playing
it safe for the present and thus increasing the probability that
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they will be able to take advantage of more favourable deals
in the future (Pratt, 1995).

Historical lessons from environmental disputes point to
three pitfalls arising from strategic behaviour:

« Preemption by the short term of the long term because
of unchanged current behaviour

« Dictatorship of the long term over the short term due to
premature (arbitrary) decisions

« Paralysis of collective action by endless disputes

Strategic behaviour in negotiation is possible because the
valuation of decision outcomes is dynamic — there is a distinc-
tion between long-term and short-term interests, and deci-
sions themselves are made over time. One means of avoiding
the pitfalls of strategic behaviour is to acknowledge and in-
corporate the dynamic nature of collective decision making
by means of a sequential decision process.

2.3.3.5 Sequential decision making under uncertainty
Sequential decision making is called for when choosing short-
term strategies under long-term uncertainty. Such decision
scenarios, as pointed out by Grubb, Lave, Dowlatabadi, Hour-
cade, and other authors in IIASA (1994), are often character-
ized by:

« inertia in technological trends
« endogenous uncertainties
+ the possibility of surprise

« diversity of beliefs and expectations

The specification of the relationships among choices
makes decision analysis a potentially powerful technique for
evaluating sequential decisions. Although the intractability of
complex decision trees has limited the application of this
technique in environmental problems, several studies have
analyzed sequential climate change decisions using simple
models, typically involving two or three decision points,
choices, and possible outcomes. According to these analyses,
in the face of uncertain and irreversible outcomes. the best de-
cision lics somewhere between the most extreme options (i.c..
doing nothing and aggressive action). given the outcome
probabilities avatlable at the time (Singer ¢f «f., 1991: Manne
and Richels. 1992, 1993; Hammitt er al., 1992: [UCC. 1993
Richels. 1994: Peck, 1994). Such a strategy hedges against
being surprised by those events that fall below a particular
threshold of probability.

This sequential decision strategy can be described as an
“act-learn—act” approach. Initial actions are taken without
knowing exactly how the world will respond. As time passes,
new information is incorporated into the decision process.
Additional actions are taken based on this updated informa-
tion, and so on. Since global environmental processes, scien-
tific research, and developments related to mitigation and
adaptation are all continuous, decisions on environmental
policies should be adjusted continuously in the light of new
information — and not only at prespecified intervals. Note that
the “‘act-learn-act” approach is distinct from a simple hedg-
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ing strategy, since the latter does not necessarily incorporate
learning betwecn decisions.

In climate change, complete information to support long-
term decision making is unavailable, and the costs of delay
are potentially high (due to forgone abatement opportunities
and damages duc to increased emissions). Given the collec-
tive nature of climate change decisions, the flexibility of
the international community to react to new information is
essential. The best decision strategy, then, may be the
“act—learn—act” strategy, with initial decisions based on the
best currently available information. In fact, prefatory state-
ments in the FCCC include citations of existing and ongoing
analysis as the basis of the Convention. So the actions under-
taken in the Convention can alrcady be viewed as the basis of
an “act-learn~act” approach, with the first action being the
initiation of studics to inform the decision process.

2.3.3.6 The value of improved information

In sequential decision making, additional information on the
nature or likelithood of potential outcomes may allow actions
to be better matched to those outcomes. Assuming that subjec-
tive outcome probabilitics may be altered by learning, re-
scarch is valuable to the extent that it refines subjective
probabilitics in a way that improves future decisions.

The value of new information (perfect and imperfect) can
be computed. (When parties are risk-neutral, this value is
cquivalent to expected utility as discussed in Section 2.3.2.3.)
Suppose that expected values for a decision option are as
follows:

Without information: $150
With imperfect information: $325
With perfect information: $500.

This hypothetical example illustrates a perfectly general re-
sult; The value of perfect information ($500 — $150 = $350)
clearly exceeds the value of imperfect information ($325 -
$150 = $175). 1t also indicates that some information — albeit
imperfect — is better than no information at all (Eeckhoudt and
Gollier, 1995). Under “act-learn—act™ decision making. the
value of new climate study information depends on changes
in the probabilitics assigned to alternative deciston options
before and after the study. “If the probabilities of (alternative)
scenarios remain equal, then the value of the study is zero: if,
on the other hand. only one scenario can be selected, a study
might be worth as much as 100 billion dollars™ (Shlyakhter et
al,, 1993).

In “act-learn—act™ decision making, uncertainty is not fully
resolved betore a decision is taken, so the resolution of the un-
certainty must be viewed as either unacceptably costly or not
helpful to the decision. But reducing uncertainty in a way that
can create future options (without obligating parties to take a
particular action) should be highly valued. Accordingly, un-
certainty should prompt decision makers to focus on the tim-
ing of crucial investment decisions and to accelerate those
near-term activities that create options (Dixit and Pindyck,
1995). Hourcade and Chapuis (1994) have shown that, after
accounting for climate-related surprises in a sequential deci-
sion model. a resolution of uncertainty had high value relative

lo no-regret potentials and technical innovation. Peck and
Teisberg (1993) and Manne and Richels (1992) show similar
results.

In collective decision making, the choice of actions may be
strongly affected by friction between the long-term nature ol
the problem (including the required time for resolving uncer-
tainties) and the relatively short tenure of decision makers.
For example, to avoid negative political repercussions, deci-
sion makers may choose to postpone a costly or otherwise un-
popular abatement activity until after their official terms
expire. Uncertainty can be an excellent justification for such a
postponement, even though the delay may be costly in the
long run. In the case of climate change, for example, it is as-
sumed that the damage potential will remain unknown until
2010-2020; if that is so, then appropriate emission levels can
be determined only at the end of this period. To avoid costly
postponement, emission decision makers should be explicit
about the decision uncertainties as they are understood at the
time, as well as the potential long-term implications of their
short-term decisions.

2.3.3.7 Economic transfers

Collective assessments must address international economic
transfers. The need to compare costs and benefits in collective
decisions, for example, requires careful consideration of both
the local and global ramifications of an action. Abatement
“costs’” may include not only domestic expenditures but also
cconomic losses in the import/export market, a slowing of in-
dustrial development, and other effects. Similarly, benefits
may include not only reductions in local impacts but also the
overall survival of vulnerable states and the stimulation of
abatement technology development useful to other countries.
The global aspects of environmental problems require that do-
mestic costs and benefits be defined relative to other abate-
ment opportunities in other regions. Cost-benefit assessments.
therefore, must be informed by an understanding of differcnt
perceptions and priorities among countries (Chapter 3). the
importance of time horizons in different regions (Chapter 4).
cconomic transfers, and. perhaps most important, the effects
of an action on global cooperation itself.

Although the need to consider the interests of all affected
parties greatly complicates the collective decision process.
collective action yields benefits that could not be achieved if
the problem were addressed in a more fragmented manncr.
One of the important potential gains from cooperating in
collective accord is the distribution of risk when outcomes arc
uncertain. A group has much greater possibilities for coping
with risk than an individual, which is why organizations have
always been best suited to undertake risky activities. As Ecck-
houdt and Gollier (1995) point out:

This i1s partly due to the opportunities of diversification
within the group and partly due to the transfer of risk to-
wards the least risk-averse members (or the richest mem-
bers if absolute risk aversion is decreasing). . . . Without
this diminution of risk aversion in an economy, thanks o
the creation of risk pools, many risky projects would not
have been undertaken and we would undoubtedly not have
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known the economic expansion that we have observed
over the last two centuries.

Since individuals are generally willing to pay for a reduc-
tion in risk, risk itself is costly (apart from the potential losses
being risked). Transferring risk from one country to another
or sharing risk collectively does not change the risk itself, but
it can improve the overall welfare of the parties exposed to
that risk. The literature indicates that “the transfer of risk is a
potential source of large improvements in economic effi-
ciency and social welfare” rather than a zero sum game (Eeck-
houdt and Gollier, 1995).

Unfortunately, effective mechanisms for the appropriate
redistribution of these international economic burdens are not
currently available. Economic theory demonstrates that,
where damages are borne collectively, individual responsibil-
ity for action leads to suboptimal outcomes. There is a strong
incentive for each party to rely on the others to act — in other
words, to be a free rider. A conventional approach to reducing
the cost of risk is insurance. where relatively small premiums
paid by all parties are able to compensate those who suffer
losses. But there is no global market for national insurance
against environmental losses. Even if the institutions were
available to distribute such risk. expecting agreement on the
appropriate sharing formula would be unrealistic.

Given the political and economic ramifications associated
with international transfers (due to the imposition of pay-
ments on electorates, for example), reaching any collective
agreement to address climate change will be difficult. Com-
pletely satisfying all parties is probably impossible. Neverthe-
less, there is a clear need to consider fair and feasible transfers
in any comprehensive decision process in order to attract
widespread participation and insure international support.
Sharing the costs of actions in a sequential path of acting and
learning should lead to collective support for the globally op-
timal climate strategy. (Chapter 3 discusses at some length
conditions needed for equity among the parties in collective
decision making.)

2.3.3.8 Conclusions about negotiated decision making

The limitations of decision analysis and the collective deci-
sion structure of the FCCC make negotiation the dominant
element in climate change decison making. The preceding
discussion has identified several important factors affecting
these decisons:

« Excessive knowledge requirements in negotiated envi-
ronmental decisions may stand in the way of collective
rational choice. This cognitive burden could be re-
duced by facilitating the negotiation process itself
through the use of tools like stakeholder analysis or by
splitting accords into more manageable clusters of
agreements.

« Since society has no consistent probability threshold
for ignoring particular risks, it may be vulnerable to
surprise when risks are uncertain. In climate decisions,
this vulnerability could be reduced by considering event
scenarios relative to an explicit probability of surprise.
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e When faced by long-term uncertainties, sequential deci-
sion making allows actions to be better matched to out-
comes by incorporating additional information over
time. Sequential decision making also minimizes harm-
ful strategic behaviour among multiple decision makers.

« Improved information about uncertain outcomes may
have very high cconomic value, especially if that infor-
mation can create future decision options.

« There are currently no effective mechanisms for sharing
the risks related to climate change and their associ-
ated cconomic burdens. International risk sharing could
yield substantial benefits for global ecconomic and social
welfare.

A consideration of the climate change problem from the
perspectives of quantitative optimization and collective nego-
tiation has yielded many general insights into the nature of
climate decision making, the obstacles it faces, and potential
means of addressing those obstacles. The chapter will now
conclude with a more specific treatment of key issues cur-
rently faced by the Convention.

2.4 Implications for National Decision Making
Under the FCCC

Because of decision uncertainties and the differing interests
and values of international parties, there is no unique globally
optimum response to climate change. Action will be taken as a
result of collective negotiation under the FCCC. In this
process, each party will judge appropriate responses accord-
ing to sometimes different perceptions of what might consti-
tute an optimum strategy both for itself and for the world as a
whole. This is not a pursuit of unfettered sclf-interest. The
purpose of negotiations is for countries to agree to act differ-
ently than they would in the absence of an agreement in order
to realize the common benefits from collective action. Given
the decision context set out in Section 2.2, this section clabo-
rates on the implications of the decision-making issues intro-
duced in Section 2.3 in the context of global negotiations on
climate change.

2.4.1 The Framework Convention on Climate Change

The Framework Convention on Climate Change went into ef-
tect on 21 March 1994. As of April 1995. it had been ratified
by some 128 parties. The Convention provides the legal, insti-
tutional, procedural, and normative framework for the inter-
national community to consider responses to the threat of
climate change and its impacts.

2.4.1.1 Objectives and commitments

The FCCC’s objective provides a fundamental reference point
for decisions by the parties. The objective of the Convention
(Article 2) is

to achieve stabilization of greenhouse gas concentrations
in the atmosphere at a level that would prevent dangerous
anthropogenic interference with the climate system. Such a
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level should be achicved within a time frame sufficient to
allow ecosystems to adapt naturally to climate change. o
ensure that food production is not threatened and to enable
economic development to proceed in a sustainable manner.

The objective, and other provisions of the Convention, make
clear that the partics must consider both mitigation and adap-
tation to climate change.

The Convention cstablished gencral commitments which
bind all parties and specific commitments that apply to devel-
oped country parties. All parties must develop emission in-
ventories, implement  mitigation/adaptation  programmes,
support technology transfer, promote sustainable management
of greenhouse gas sinks, and account for climate change in so-
cial, economic, and environmental policies, where feasible. In
addition to these commitments, developed countries must
“aim” to return to 1990 levels of greenhouse gas emissions
and take the lead in modifying longer-term emission trends.
Unfortunately, the language of the Convention leaves unclear
the precise nature and extent of some of its specific commit-
ments.

The Convention also requires developed parties to coordi-
nate relevant cconomic and administrative instruments to
achieve the Convention’s objectives and to review their own
policies to sce if they encourage increased emissions. Each
country’s contribution to emission reduction depends on a
number of factors, including its economic structure, resource
base, starting point, individual circumstances. and equity. The
Convention allows the Conference of the Parties (COP) to
weaken or strengthen the partics™ obligations under the treaty
in response to scientific information on climate change as
well as relevant technical, social, and economic information.
Partics agree to pay particular attention to supporting interna-
tional and intergovernmental efforts to strengthen systematic
observation and national scientific and technical research ca-
pacities and capabilities.

2.4.1.2 Institutional arrangements for decision making

The Conference of the Parties is the supreme decision-making
body of the Convention. responsible for keeping the imple-
mentation of the Convention under regular review and for
cnsuring that implementation is mecting the Convention’s
objective. The COP is supported by the Subsidiary Body
for Scientific and Technological Advice (SBSTA) and the
Subsidiary Body for Implementation (SBI). The SBSTA is in-
tended to link the scientific, technical. and technological
assessments and informatton provided by competent interna-
tional bodies with the policy-oriented needs of the COP. The
SBI is intended to develop recommendations to assist the
COP 1n its review and assessment of the implementation of
the Convention and in the preparation and implementation of
its decisions. The institutional arrangements for decision
making also include a financial mechanism which functions
under the guidance of the COP.

The COP was intended to adopt rules of procedure for it-
self and its subsidiary bodies by consensus at the first Confer-
ence of the Parties (COP 1). These rules were intended to
provide decision-making procedures, including procedures

for matters not covered by the Convention, and could have in-
cluded specified majorities required for the adoption of par-
ticular decisions. Consensus could not be reached on the
whole set of rules at COP 1 (although decisions were still
made). Negotiations between parties on the rules of procedure
continue,

The Convention’s overall decision-making machinery in-
cludes a Sccretariat to support the Convention. It also in-
cludes a multilateral consultative process, which has not been
finalized but is intended to assist resolution of questions re-
garding the implementation of the Convention. COP 1 de-
cided to establish an ad hoc open-ended working group ol
technical and legal experts to study all issues relating to the
establishment of this process for COP 2. Finally, in the event
of a formal dispute between parties, the Convention provides
for the possibility of conciliation, arbitration, or recourse to
the International Court of Justice.

The need for sequential decision making is reflected in the
Convention’s provisions for review, assessment, elaboration
of commitments, and other such procedures. In this context,
COP [ established an open-ended ad hoc group of parties “to
begin a process to enable it [the COP] to take appropriate ac-
tion for the period beyond 2000 . . . through the adoption of a
protocol or another legal instrument.” The FCCC also says
much about decision-making procedures, including the need
for transparency, publication of reports, and wide participa-
tion. But the lack of formal, agreed rules of procedure leaves
open important aspects of how the parties will make deci-
sions.

2.4.2 International transfers in climate change

Section 2.3.3.7 raised the issue of international transfer as
potential obstacle to reaching collective decisions. Such trans-
fers have already emerged as one of the most difficult issucs
facing the FCCC community. The possible nature, degree and
role of international transfers related to climate change must
be considered in any comprehensive climate decision. This re-
quirement arises for a number of reasons, including the fol-
lowing (see also Chapter 3):

e The FCCC already mandates that developing countrics
will receive the “full agreed incremental costs” of meu-
sures taken under the Convention.

« Efficiency arguments suggest that some of the cheaper
abatement opportunities may lie in developing coun-
tries. This has resulted in calls to allow joint implemen-
tation between developed and developing countries as i
way of meeting emission commitments.

» Equity arguments based on the concept of “environmen-
tal space” hold that the industrialized world has emitted
the great majority of persistent greenhouse gases. Con-
sequently, those who have occupied an “unfair” share of
this space should in some way compensate the others.
This is one interpretation of the “polluter pays” principle.

« A more generalized efficiency and equity case for trans-
fers arises from the long-term need to define fair “emis-
sion rights” (tradable quotas) and to allow countries (o
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exchange these on mutually beneficial terms (Parikh,
1994b; see also Chapter 3).

« Efficiency considerations suggest that risks associated
with climate impacts should be shared through an inter-
national insurance mechanism (see below).

 Ethical arguments and some principles of international
law suggest that countries should be liable for environ-
mental damage they impose on others.

International transfers, in one form or another, are likely to
serve as both the building blocks of globally optimal action
and the cement of global cooperation. Nevertheless the politi-
cal and managerial difficulties surrounding such transfers
need to be understood and respected by all parties if the
process is not to collapse into an unproductive struggle over
resource transfers (Parikh and Painuly, 1994; Parikh, 1995).

2.4.3 Sequential climate decisions

The most important benefit of applying sequential decision
making to the climate problem is that the FCCC “need not be
overly concerned with . . . inability to predict the economic
and technical system several decades into the future: un-
certainty is important only to the extent that it confounds
near-term decision making. Today’s decisions appear to be
relatively insensitive to some of the more controversial
longer-term uncertainties in the greenhouse debates” (Manne
and Richels, 1993). This insensitivity of some short-term cli-
mate decisions to long-term uncertainties is fortunate, since
diverging expectations about the long run, like appropriate
economic development time horizons and expert disagree-
ment about the large-scale use of competing energy sources
(such as biofuels or nuclear energy), could impede the forma-
tion of a consensus for action.

The FCCC negotiations do not have to resolve controver-
sies on long-term issues like sea level rise or force premature
agreements on difficult disputes about burden sharing. The
objective of the first step of the decision sequence is to put so-
ciety as far as possible in the position to postpone technologi-
cal or institutional “lock-in” and to use the extra negotiation
time to increase options and reach wider consensus on how to
approach the more difficult longer-term decisions.

The literature identifies five types of short-term decisions
apt to improve society’s decision-making capabilities in the
future:

 Investing in climate research simply because of the high
economic value of scientific information

« Financing technology research and development through
government-led programmes (Chapter 9)

+ Inducing technical change through market incentives
(Arrow, 1962; Grubb et al., 1995)

¢ Making low-cost abatement decisions to increase learn-
ing time where risks are controversial or where the po-
tential for surprisc raiscs the valuc of information and
new options (Hourcade and Chapuis. 1994; Chapter 8)

o Preventing bifurcation toward high carbon-intensive de-
velopment paths (Chapter 8)
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Table 2.1. Natural disasters and associated insured losses

Insured Losses

Event Year (billion U.S.$)
Hurricane Gilbert 1988 0.05
Hurricane Hugo 1989 5.8

Winter storms (Europe) 1990 10.0

Summer storms (Colorado) 1990 1.0
Hurricane Bob 1991 0.62
Hurricane Andrew 1992 15.5
Hurricane Iniki 1992 1.6

East coast storms (U.S.) 1993 1.6

Midwest floods (U.S.) 1993 0.76

Source: Weilenmann (1994).

The goal of the near-term effort should be to make these deci-
sions with an eye toward reconciling three long-term needs:
stable greenhouse gas concentrations, scientific knowledge,
and technical and consumption patterns that enhance flexibil-
ity in managing transition.

2.4.4 Instruments for international insurance

Losses associated with individual natural disasters have been
rising (even in wealthy countries). Of these losses, those due
to weather have been rising more quickly than those due to
earthquakes ( Yokohama World Conference on Natural Disas-
ter Reduction, 1994). A list of major storms and associated in-
sured losses over the period 1988-1993 is shown in Table 2.1.
Storms with insured losses greater than $1 billion were un-
known before 1989, but six of the nine events listed in Table
2.1 had insured losses in excess of this amount. Hurricane
Andrew alone involved losses of $15.5 billion.

The reason why losses due to weather-related events are
higher than those due to earthquakes is not clear and cannot be
conclusively related to climate change. An increase in the fre-
quency and severity of extreme cvents as atmospheric con-
centrations of greenhouse gases rise is not clear from climate
models.

Insurance as a means of sharing risks is well suited to situ-
ations where the likelihood of a damaging event for any indi-
vidual party is relatively small but the potential damages are
large. Since the relationship between weather-related events
and climate change is not known. insurance to cover the risks
of climate change, per se, is probably not feasible or neces-
sary. However, insurance to cover the damages associated
with weather-related events is desirable. To the extent that the
frequency or severity of wecather events turns out to be af-
fected by climate change. such insurance would be a form of
climate change insurance. But since a meaningful premium
for private insurance against climate change losses cannot be
calculated. insurers have responded to weather disasters by
withdrawing or restricting coverage in regions that are partic-
ularly prone to such events. If climate change does contribute
to those events, the affected regions bear the costs of actions
by the rest of the world.
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Section 2.3.3.7 noted reasons why international insurance
against climate impacts could enhance welfare. However,
Wilford (1993), Chichilnisky and Heal (1993), and others
point out several reasons why commercial insurance markets
cunnot adequately cover risks associated with climate change.
First, there is no international market in which individuals or
countries can insure themselves against losses from climate
change or related abatement policies. Even if such a market
existed, insurance on a country-by-country basis would miss
many potential benefits from collectively sharing risks. To the
limited extent that insurance could cover climate risks, the in-
surance premiums would probuably be borne incguitably by
the parties exposced to those risks. Establishing an appropriate
form of global insurance could thus increase both efficiency
and equity by reducing exposure to risk and the cost to indi-
vidual countries of bearing that risk.

2.4.4.1 Financial markets for risk

Climate change risks impose particular requirements for in-
surance. One option would be a mutual insurance contract —
an agreement between parties subject to similar risks that
those who sufter losses will be compensated by others. Such
insurance is used, for example, in agricultural cooperatives. In
the context of climate change. this type of insurance contract
would be a binding agreement in which countries that suffer
greater-than-average  (or expected)  climate-related  losses
would be assisted by those suffering less-than-average losses.

A second type of insurance contract acknowledges that the
overall nature and distribution of some climate-related risks
are uncertain. In such circumstances, the formal treatment of
an appropriate insurance structure is complex (Arrow, 1953).
It requires defining “risk securities™ for cach possible out-
come that pay out only if that outcome is realized. In climate
change, such insurance would require cach country to make
compensation commitments as insurance against a particular
climate outcome. To distribute the risks etficiently, countries
would then be attfowed to trade these securities. To the extent
that the perception of risks varies, such an approach would
amount to betting on particular climate outcomes (Pillet.
1994).

By allowing for different beliefs about risks, risk securities
and mutual imsurance would permit a more etficient distribu-
tion of those risks. For example. a country genuinely believ-
ing that climate change is unlikely to have serious global
impacts would be more prone to hold those sccurities that pay
out under these conditions (Heal, 1993). A formal two-
country treatment is suminarized in Chichilnisky and Heal
(1993) and Chichilnisky (1994). These studies also note that
creating risk securitics may provide an objective test of the
honesty of national positions on the risks of climate change.
If. as part of a negotiating ploy to avoid onerous abatement
commitments, a country were to argue that climate change
docs not involve substantial risks, that country would have to
be prepared to hold associated high payoft securities. Hence.
there would be an economic penalty for misrepresentation of
truc beliefs. These penalties could oftset some of the incentive
to free ride on other countries™ efforts to reduce greenhouse
emissions. Risk securities also have potential for improving

cquity in both decision processes and outcomes. The feasibil-
ity, credibility, and equity of such securities has yet to be es-
tablished and may be an important research topic.

The international community is a long way from having
sophisticated instruments like risk securities. Nevertheless.
there have been proposals for specific international insurance
funds, particularly to help the most vulnerable countries cope
with climate impacts. Although it is closer to a liability
scheme than to an insurance contract, an AOSIS proposal sub-
mitled to the First Conference of the Parties calls for insur-
ance pool contributions to be collected in 2004 — provided the
rate of global mean sea level rise has by then reached an
agreed figure. If sea levels have not risen substantially by that
time, a review of conditions would be undertaken. This
AOSIS proposal was presented to the negotiators of the Cli-
mate Convention but was excluded from the final treaty. The
AOSIS and related proposals are outlined in Chapter 3.

2.4.5 Portfolios of climate actions

Actions to limit the impacts of climate change may be re-
quired for the next century or longer. Numerous measures are
potentially available to address these impacts, but their effects
are uncertain and no single action appears to be clearly supe-
rior to the others. Under uncertainty, a portfolio of measures
will, on average. yield a better outcome than any individual
action. The decision problem. then, is to choose a portfolio of
measures to achieve climate change goals at minimum cost.
accounting for the risks associated with different measures.
The portfolio may include some relatively high cost measures
to diversify the risks.

Many investment decisions have implications for climate
change because they may lock in commitments to energy use
or other greenhouse gas sources for several decades. The po-
tential climate implications of these investments do not jus-
tify delaying such decisions. However, the potential climate
change implications of transportation infrastructure, land usc
decisions, energy-using equipment, and similar investments
should be considered when the alternatives are being cvalu-
ated. The decisions should be based on the best information
available at the time and should properly reflect the value of
future flexibility.

Some of the measures in the climate change portfolio will
also have relatively long lifetimes. The extent to which re-
sources arc locked in by these measures should be considered
when their climate change benefits are evaluated. Although
some individual measures may be inflexible, other measures
can be chosen to ensure that the overall portfolio has sufti-
cient flexibility, Thus. decision makers will be able to adjust «
well chosen portfolio frequently in response to new inforn-
tion. even though some of the measures are locked in for reli-
tively long periods.

2.4.5.1 Climate portfolio options

The key to selecting a climate change action portfolio is to un-
derstand how measures interact over time. Mitigation mea-
sures provide future flexibility, technology research can lower
the cost of future action. and climate research can provide
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better information on the nature of the actions required. In
principle, the measures available to countries (individually or
jointly) to limit climate change and its impacts include:

o Implementing low cost measures, such as energy efti-
ciency, to reduce emissions of greenhouse gases

» Phasing out existing distortionary policies, such as
some fossil fuel subsidies, that reduce welfare and in-
crease greenhouse gas emissions directly or indirectly

« Switching from more to less carbon-intensive fuels or to
carbon-free fuels to reduce emissions of greenhouse
gases

« Enhancing or expanding greenhouse gas sinks or res-
ervoirs, such as forests

« Implementing existing techniques (and developing new
ones) for reducing methane and nitrous oxide emissions
from industrial processes, landfills, agriculture, fossil
fuel extraction, and transportation

« Instituting forms of international cooperation, such as
joint implementation, technology transfer, and tradable
quotas to reduce the cost of limiting greenhouse gas
emissions

« Planning and implementing measures to adapt to the
consequences of climate change

+ Undertaking additional research on climate change
causes, effects, and adaptation (Economic studies sug-
gest that such research can yield high returns by re-
ducing uncertainty about actions to address climate
change)

+ Conducting technological research to enhance energy
efficiency, minimize emissions of greenhouse gases
from fossil fuel use, and develop commercial nonfossil
energy sources (In the long run, the cost and timing of
availability of nonfossil energy technologies is one of
the major determinants of the cost of addressing climate
change)

« Developing institutional mechanisms, such as insur-
ance, to share the risks of damages due to climate
change

The specific policy measures available vary from country
to country. Countries will select a portfolio of climate change
measures that reflect, implicitly or explicitly. their individual
objectives and constraints. A country may look for the eco-
nomically optimal portfolio of climate change measures. but
the impacts of the portfolio on different economic groups, in-
ternational competitiveness, international cquity, and inter-
generational equity are likely to come into play.

2.4.5.2 Choosing the best climate action portfolio

There is no operational model with which to identify the optimal
portfolio of climate change policies for a country. Nonetheless,
the limited literature offers some insights concerning the costs
and benefits of possible measures. For example:

« Analyses of the costs of reducing greenhouse gas emis-
sions have been undertaken for many countries and sec-
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tors (see Chapter 9). Once other environmental benefits
(such as lower emissions of other pollutants) and eco-
nomic benefits (such as reduction of existing distor-
tionary taxes) are accounted for, nearly every study
finds some measures to reduce greenhouse gas emis-
sions at very low or negative cost.

e Peck and Teisberg (1993) and Manne and Richels
(1993) have estimated the value of spending on climate
research. They use highly stylized models for the analy-
sis, but find that the expected return is several times the
current level of climate research spending. Peck (1994)
has also shown that current spending in the U.S. is not
allocated in an optimal manner.

« Results from Energy Modeling Forum 12 (Energy Mod-
eling Forum, 1993) suggest that reducing the costs of
future nonfossil encrgy technologies could reduce the
costs of achieving cmission reduction targets by as
much as two-thirds. This suggests a potentially large
economic return from technology research. Funding for
technology research related to climate change should be
considered as a risk premium, not as subsidies to be ran-
domly allocated.

« Several researchers have compared the costs of unilat-
eral action and international cooperation to address cli-
mate change. The analyses consistently show large
economic returns from international cooperation. Such
cooperation, however, requires mechanisms for trans-
ferring resources among countrics. Otherwise, countrics
with high marginal costs of emission reduction might
find it advantageous to be free riders until a complete
international climate agreement is concluded (Pillet ef
al., 1993).

« Analyses of phasing out existing inefficient emission
policies suggest that emissions can be reduced with net
economic benefits. Larsen and Shah (1992) estimate
that global CO, emissions would be reduced by between
4 and 5% if all energy subsidies were removed. An
OECD study estimates that removal of energy subsidics
would reduce global emissions 18% from projected lev-
els in 2050 while increasing global real incomes by
0.7% annually (Burniaux ef al., 1992).

Decision makers need to decide on the level of climate
change spending and the allocation of that total among the
available measures. The level of climate change spending is
likely to reflect both international commitments and domestic
considerations such as the need for adaptation measures and
economic development strategies based on mitigation tech-
nologies.

Conceptually the mix of climate change measures should
be adjusted so that the risk-cost ratio is equal at the margin.
However, only sketchy information is available on the costs,
benefits, and risks of alternative measures. Governments can
make subjective judgments about the merits of differcnt mca-
sures and adjust the portfolio incrementally as new informa-
tion becomes available.
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Endnote

1. The ultimate objective of the Framework Convention on Climate
Change is “stabilizition of greenhouse gas concentrations in the at-
mosphere at a level that would prevent dangerous anthropogenic in-
terference with the climate system. Such a level should be achieved
within a time-frame sufficient to allow ecosystems to adapt naturally
to climate change. to ensure that food production is not threatened
and to enable economic development to proceed in a sustainable
manner” (Article 2). Conceptually, cost-benefit analysis could be
used to identify the stabilization level and date that yield the largest
net benefit, although in practice the information needed to perform
such caleulations is not available. Having chosen a stabilization level
and date, regardless of how that decision is made, cost-effectiveness
analysis could be used to choose among strategies for achieving the
objective.
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SUMMARY

Equity and social considerations are central to discussions of
steps to be taken to implement the Framework Convention on
Climate Change, both intrinsically and because widespread
participation is essential if the objectives of the Convention
are to be gained. Countries are unlikely to participate fully un-
less they perceive the arrangements to be equitable. This ap-
plies particularly to equity among regions and countries, but
equity within countries, and associated social considerations,
are also important influences on what is possible and desir-
able. Mitigating and adapting to climate change will require
actions on the part of individuals. Governments will find it
easier to comply with international obligations if their citizens
feel that the obligations and benefits of compliance are dis-
tributed equitably. And richer countries are unlikely to burden
their poorer citizens to benefit relatively rich citizens in poor
countries.

Issues relating to equity among regions and countries stem
from the substantial differences that exist among countries.
Countries differ not only in terms of size. resources, popula-
tion, and wealth, but also in terms of emissions of greenhouse
gases, vulnerability to climate change, and institutional capa-
bilities to respond effectively to climate change. In general,
the implications of climate change for developing countries
differ from those for developed countries because the former
are generally poorer, emit much less per capita, have con-
tributed less to past emissions, and have shorter policy time
horizons. Moreover, their institutions are often weaker, they
face other urgent priorities, and they are generally more vul-
nerable to climate change. But there are substantial variations
within both the developed and the developing countries, and a
rigid delineation of equity issues along developed and devel-
oping country lines is inappropriate and may be highly dam-
aging in the long run.

The framework convention

The concept of equity is prominent in the Framework Con-
vention on Climate Change because of the need to gain
widespread adherence. The Convention itself provides con-
siderable guidance for applying the concept to take account of
the many differences among countries, particularly those be-
tween developed and developing countries. Such equity con-
siderations are reflected in the requirement for developed
country parties to take the lead and to assist developing coun-
try parties in coping with both the costs of abatement and the
costs of adaptation to the adverse effects of climate change
and, correspondingly. in the recognition that developing coun-

tries’ emissions are relatively low and will need to grow to
meet their legitimate social and developmental needs. Issues
of procedural equity are reflected in the need for “equitable
and balanced representation” and transparent governance in
the financial and other mechanisms. However, the application
of equity to specific circumstances will require further elabo-
ration of the Convention’s principles and obligations, many of
which were designed to be ambiguous and remain so.

The role of analysis

Scientific analyses cannot prescribe how equity and social
considerations should be applied. but analysis can clarify the
implications of alternative choices and their cthical basis.
There are a varicty of meanings of equity and different philo-
sophical and policy approaches to it. On some issues many
different equity principles point to similar implications and
offer clear guidance, whereas on others they may conflict. In
either case, there is a need for judgment. drawing on concepts
of equity.

Equity concerns both “process™ issucs and “outcomes™ in
terms of the distribution of costs and benefits internationally.
Indices such as Gross World Product aggregate wealth inde-
pendently of distribution. However. assessing aggregate wel-
fare (utility) requires valuing and aggregating differential
impacts among countrics. This is an issue of ethics and poli-
tics, not economics. In global assessments. therefore, separa-
tion of international economic analysis from explicit equity
considerations is only possible if effective institutions exist
for appropriate (compensating) international redistribution.

Impacts and the costs of coping

In general, climate change secems likely to impose greater
risks and damage on poorer regions. Thus, it may exacerbate
inequalities in the absence of compensating measures. This
would violate 2 number of ethical principles, including poten-
tially those drawing on basic needs and Rawlsian approaches,
particularly with respect to transboundary impacts of some
actors upon others. There are few, if any, ethical systems in
which it is acceptable for one individual knowingly to inflict
potentially serious harm on another and not accept any re-
sponsibility for helping or compensating the victim. Given
this, the monetary evaluation of global impacts has an ethical
dimension in which the willingness of countries to accept
compensation for imposed climate-related damages is a rele-
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vant consideration. This consideration has not been reflected
in damage estimaites so far.

An effective international insurance mechanism could be
one way of reducing both international and intergenerational
incquities arising from climate change. There is some eco-
nomic as well as ethically motivated literature on this, though
many practical, institutional, and political issues remain to be
resolved,

Distribution of emissions and abatement costs

The need for emission reductions raises equity issues distinct
from those of distributing the costs of coping. The Convention
lays out bases of common but differentiated responsibilities,
and the initial aggregate implications of this with respect to
developed and developing countries. Much of the broader de-
bate and literature also focusses on issues of equity between
developed and developing countries, leaving serious lacunae
concerning the application of equity within these groups,
which, are themselves very diverse. This is of immediate con-
cern for developed countries, given their obligations under the
Convention and the Berlin Mandate to take the lead.

The literature on possible emission obligations examines
many different approaches. Many sources highlight the past
“overuse™ of the atmosphere by industrialized nations, but
others dispute this and/or its relevance to current decisions.
For future entitlements, the dominant contrast is that between
approaches that focus on burdens related to changes from cur-
rent emission levels and various interpretations of per capita
cmission entitlements. Debates over potential payments have
mostly concerned difterent interpretations of the polluter pays
principle and indices of ability to pay. In reality, feasible and

fair criteria are likely to involve a negotiated and evolving
mix of these approaches.

Institutional and procedural fairness

Institutional weaknesses inhibit the ability of developing
countries to participate effectively in international negotia-
tions. Assistance to help these countries develop a greater ca-
pacity to assimilate and analyze information and proposals.
and to participate effectively in international discussions,
would increase the prospects for achieving effective, lasting,
and equitable agreements on how best to address the threat of
climate change.

Social considerations

Social considerations, and the experience of implementing
structural adjustment policies, point to the need to consider
and target specific groups for special consideration. Countries
(such as island and other low-lying states or dryland regions)
and special groups within society that are especially vulner-
able to climate change (such as the poor, and sometimes
women or children, or specific occupations or regions) — in
other words, those on whom the costs of abatement and cop-
ing would be especially burdensome — merit special attention.
Overall, concern about equity and social impacts points to
the need to strengthen institutional capacities, particularly in
developing countries, to make and implement collective deci-
sions in a legitimate and equitable manner. These institutional
capacities surely include developing resources to analyze ey-
uity and social issues more thoroughly, and to integrate these
perspectives better with the insights of other disciplines.




Equity and Social Considerations

3.1 Introduction

In common language equity means “the quality of being fair
or impartial,” or “something that is fair and just” (Flexner,
1987). It has been a central preoccupation of social and politi-
cal thought through the ages, and it is a consideration of some
considerable importance in the Framework Convention on
Climate Change (FCCC).

Although science cannot prescribe or decide what actions
would be equitable under the Climate Convention, science,
religion, and philosophy can illuminate the meaning of equity
and clarify the choices that the parties to the Convention face.
This is the task of this chapter. It considers concepts of equity
and issues that must be addressed in efforts to apply thesc
concepts. It then views these broad concepts within the tra-
dition of international law and the specific context of the
Framework Convention, and considers the several ways in
which this text assigns specific meaning to equity. It next ana-
lyzes in detail several specific aspects of equity: international
equity in coping with the impacts of climate change and asso-
ciated risks, international equity in efforts to limit climate
change, equity and social considerations within countries, and
equity in international processes. Equity among generations
(or intergenerational equity) is the subject of the next chapter.

3.1.1 The role of equity

This analysis focusses on equity issues relating to climate
change responses that might be considered by the interna-
tional community. Equity issues exist at both the national and
international levels, but there is an important difference be-
tween these contexts. Within countries institutions exist to ad-
dress a wide range of issues of common interest to members
of that society. The institutions have developed in part to pro-
vide a way of taking decisions about what constitutes accept-
able behaviour and about the distribution of wealth and re-
sources, which in most countries are redistributed through
regulation of market structures. backed by legal codes, and by
taxation with the intent of promoting social good. Equity — in
the form of views about what constitutes justice — has an im-
portant influence on these institutions and their decisions and
is a measure of their legitimacy. The actual strength and per-
ceived legitimacy of these institutions vary widely, but they
nevertheless provide an existing framework within which
policies to address climatc change at the national level can be
developed and implemented.

By contrast, institutions at the international level are rela-
tively weak. In responding to climate change, the interna-
tional community faces unavoidable decisions about the
distribution of effort and burdens and what constitutes accept-
able behaviour in circumstances where the internal behaviour
of one state may directly affect all others. Although, on a
modest scale, there are precedents. climate change is unique
in the scale and scope of its potential implications and the co-
ordinated international responses it requires. Yet international
institutions dedicated to coordinating such responses are rela-
tively new or in the process of being established as a result of
the FCCC. Moreover, because the examination of interna-
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tional equity issues is still in its infancy, these may need
greater explicit analysis and consideration by international in-
stitutions. To the extent that they are implemented at the na-
tional level, international responsc strategies will also have
implications concerning equity within countries that should
be considered. Acceptance of burdens decided at the interna-
tional level will depend in substantial measure on their per-
ceived legitimacy at the national level.

No international agreement has ever been founded purely
on a logical consideration of equity issues. A host of other fac-
tors, ranging from basic economic and political power struc-
tures to accidents of timing and personalities, influences the
outcome. But the converse - the cynical view that equity con-
siderations play no role at all in the real world of international
politics — is not true either. Many authors have argued that the
long-term, cross-cutting strategic and global nature of the
climate problem makes equity issues central to any solution.
Indeed, a broad view of self-interest can also often point
towards explicit consideration of equitable outcomes because
of the longer-term risks that grossly incquitable behaviour
may pose to stability and cooperation in the international sys-
tem.

3.1.2 Concepts of equity

Since Confucius, Plato, Aristotle, and the Vedantic and Bibli-
cal texts, theorists who have dealt with economic, political,
and social issues have developed and explored concepts of eg-
uity. Several broad points emerge from this extensive litera-
ture. The first is that equity applies to two separate categories
of issues. It applies to both procedural issues — how decisions
are made — and consequentialist issues — the outcomes of de-
cisions.

3.1.2.1 Procedural equity

Procedural cquity has two components. The first relates to
participation, the idea that those who are affected by decisions
should have some say in the making of those decisions through
either direct participation or representation.

The second relates to process, most notably the principle of
equal treatment before the law: Similar cases must be dealt
with in a similar manner. and exceptions must be made on a
principled basis. In this sense. the principle of equity not only
requires that law should govern decisions but also provides
guidance in how laws should be applied. However, all the
circumstances in which a law would be applied cannot be
foreseen at the time of its formulation. Thus, starting with
Aristotle, theorists have argued that laws be applied in an
equitable manner to achieve what the legislators would have
intended in the specific circumstances of a particular case
(Shapiro, 1990). The concept of equity also embodies a higher
notion of justice that goes beyond the rules. no matter how
fairly they were devised. The Anglo-American common law
tradition, for example, often introduces equity into judicial
decisions to correct a potential injustice by too rigid an appli-
cation of the law.

The principle of equal treatment before the law is closely
allied to notions of basic, minimum rights for individuals. For
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instance, John Rawls (1971) has argued that all individuals
have equal rights to as extensive a system of political liberties
as is possible without diminishing the liberties of others. A
similar but stronger view has been put forward by Robert
Nozick (1974), who has argued that all individuals have a
sphere of moral rights in which no one. including the state, 1s
allowed to interfere, irrespective of the consequences that
might arisc.

It is important to recognize that these particular theories
were originally developed for dealing with questions of jus-
tice within a state. Rawls, for instance, draws a sharp distine-
tion between the principles of justice that prevail among
persons within a socicty and “justice between states™ to which
his theory was not intended 1o apply (Stone, 1993). Conse-
quently, the application of these theories to the subject of
international justice — justice between states - presents
problems ( Van Dyke. 1975; Stone, 1993). Not least is the fact
that as holders of the rights of sovereignty, it is nation-states,
rather than individual human beings. that negotiate the nature
of international commitments. This is so despite the fact that
there is a huge amount of cross-border interaction between in-
dividuals, corporations, and international nongovernmental
groups, and such nonstate actors can play important roles.

Nevertheless, by extrapolation and analogy, these theortes
offer insights about the application of procedural equity
between states. For example, the notion that procedural
equity demands that basic rights (ol individuals or states),
however they are defined, must be respected in decision mak-
ing is commonly accepted in domestic and international law.
Article 2, paragraph 7, of the UN Charter, for instance, states
that nothing contained in the Charter shall authorize the
United Nations to intervene in matters which are essentially
within the domestic jurisdiction of any state. but that the prin-
ciple should not prejudice the application of enforcement
measures. Other clements of procedural equity between states
are discussed in more detail in Section 3.2, on international
law.

3.1.2.2 Consequentialist equtity

Consequentialist equity has to do with the outcome of deci-
sions, particularly the distribution of burdens and the alloca-
tion of benefits. There are several broad traditions defining
the meaning of equity in this sense (Young, 1994). They may
be summarized in the following categories: parity, proportion-
ality, priority. classical utilitarianism. and Rawlsian distribu-
tive justice.

Pariry is a formula tor equal distribution of burdens or ben-
efits. Parity demands that all claimants reccive equal shares: it
is closely associated with egalitarianism.

Proportionalitv 1s a principle that dates back at least to
Aristotle: it asserts that burdens or benefits should be distrib-
uted in proportion to the contributions of claimants.

Prioritv argues that those with the greatest need should be
advantaged. This forms the basis of the “basic needs™ ap-
proach. which puts the emphasis on the absolute right of indi-
viduals to goods and services necessary to sustain their lives
at some minimum standard of well-being. This would include
potable water, minimum nutrition. and health care and general
environmental resources.

Classical utilitarianism proposes that burdens and benefits
should be distributed to achieve the greatest good for the
grealest number. This Benthamite formula can be expressed
mathematically in terms of maximizing total utility, which re-
quires the measurement and comparison of utilities, an issuc
which will be considered below.

Rawlsian distributive justice (Rawls, 1971) carried the
concept of utilitarianism a step further, arguing for an equal
distribution unless an unequal distribution operates to the
benefit of the least advantaged.

No society has ever had complete consensus on any one of
these approaches alone as an adequate criterion for defining
consequentialist equity. Some (such as basic needs) are in-
complete, prohibiting certain outcomes but not helping
choices between other options. Single principles may also not
be appropriate or practical as the only standard because.
among other reasons, cases and individuals are rarely identi-
cal and burdens and benefits may not be divisible; or, if they
are, they may not be divisible into shares that are susceptible
to precise, cardinal measurement, thus making it impossible
to apply the principles directly.

In practice, when societies try to achieve equity, they do so
in nuanced and subtle ways, applying several criteria and
sceking to achieve a balance among them. The balance is also
affected by self-interest: In the real world, people tend to seck
and to emphasize principles that may advantage them. Never-
theless, the principles are useful guides to what might consti-
tute equitable decisions.

These consequentialist principles were developed in
the context of specific societies, not internationally. The liter-
ature on theories of international consequentialist equity is
more recent and is largely derived by extension of the above
principles (Beitz, 1979; for a review in the context of cli-
mate change, see Paterson, 1994/1996). Illustrating the likely
consequences of their application may clarify the choices
that have to be made in seeking equitable solutions in the
implementation of the Framework Convention on Climate
Change.

Both procedural and consequentialist equity issues are
complicated by a wide variety of cultural and societal as-
sumptions about ethics, the environment, and development.
The existence of these different and sometimes conflicting
principles, and the need for compromise between them. is
considered by Rayner (1993, 1994}, who argues that a number
of fundamentally different “world views” are adopted towurds
climate change. These views not only span different ideas of
cquity but also differ concerning basic assumptions about the
urgency of abatement action and appropriate management
strategies, and can be correlated with different institutional
types identified by cultural theory.! The process of developing
a response is seen as a process of compromise between these
different world views, each of which tries to intluence policy
to correspond more closely to its own perceptions — pereep-
tions which again tend to be influenced by interests.

3.1.3 Utility, equity, and economic efficiency

Welfare economics is based on utilitarianism. It requires some
measure of individual welfare (utility). as a function of vari-
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ous factors such as the amount of goods and services that the
individual can access, different aspects of the individual’s
physical and spiritual environment, and rights and liberties.
Such a “utility function” aggregates a rather long list of fac-
tors affecting individual well-being into one single measure of
welfare. However, constructing an aggregate measure of these
utilities for many different individuals is a much more diffi-
cult task. The definition and aggregation of utilities present a
complex ethical issue in connection with evaluating the global
welfare loss associated with climate change impacts and mea-
sures to limit them.

There is no inherent conflict between economics and most
conceptions of equity. But a conflict can arise because of
differing ideas or assumptions, sometimes hidden, about
how individual utilities should be defined, compared, and
aggregated. It is important to understand that economics itself
cannot resolve these differences. Explicit discussions of eq-
uity are essential because they reflect differing ideas about
how — and indeed whether — individual utilitics should be
measured and aggregated.

Arrow (1951) addressed the fundamental question of
whether individual preferences can be aggregated in a reason-
able way into overall societal preferences. He concluded that,
in general, it is impossible to add individual preferences to-
gether to produce a social welfare function if we require the
resulting aggregation to satisfy some very natural and reason-
able conditions, such as preventing individuals from holding
dictatorial powers. Thus, it is generally not possible to deduce
“objectively” a socially preferred distribution of well-being
from individual preferences. However, if it is known that
these preferences are restricted to certain types, then it may
still be possible to combine them in a consistent and reason-
able way to form a social ordering (see Sen, 1984).

With respect to certain environmental considerations. there
does indeed seem to be a rough consensus as to what consti-
tutes an equitable distribution of welfare over time. This is
suggested by the apparent agreement on the concept of sus-
tainable development. as introduced by the World Conserva-
tion Strategy (IUCN 1980) and popularized in the report of
the World Commission on Environment and Development —
the Brundtland Commission — in 1987.

The central idea behind sustainable development is that the
present generation should not make changes that reduce the
possibilities for future genecrations to achieve comparable
well-being. The concept has received widespread support in-
ternationally, as evidenced by its inclusion in the Rio Declara-
tion and Agenda 21. It is specifically mentioned in paragraph
5 of Article 3 of the Framcwork Convention on Climate
Change. Nevertheless, despite its widespread acceptance.
there is no universal agrecment as to the precise meaning of
the concept, and. as a result. its application is not straightfor-
ward.

The comparison and aggregation of utilities across differ-
ent countries and across different individuals is also con-
tentious. The Gross National Product (GNP) indicator avoids
this by focussing simply on the total measured consumption in
acountry: in principle. it lays no claim to represent welfare di-
rectly. nor does it claim that ageregating GNP across ditferent
countries is a valid measure of global welfare. In practice.
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however, maximizing GNP does often become a primary
focus of policy and cconomic analysis. This implicitly em-
bodies an assumption either that a given amount of additional
wealth i1s equally valuable to everyone or that the additional
welfare can and will be redistributed to fulfill some more ex-
plicit measure of aggregate social welfare. The latter goal is
achieved by a balance between maximizing GNP and the es-
tablishment of institutions and processes charged with redis-
tribution, social protection, and provision of various social
goods.

Because such processes and institutions are weak or non-
existent internationally, the debate about whether and how to
compare national utilitics internationally is of central impor-
tance. Views range from asserting that countries should act as
if they value all countries equally (i.e., assume equivalent util-
ity functions and aggregate all with the same weight) to
asserting that utilities can and should not be estimated and
aggregated at all across countrics, that countries bear no
responsibility for the welfare of others. International negotia-
tions are to an extent about trying to reach a compromisc be-
tween these two extremes, especially concerning policy on
issues like climate change. where the activities of one country
may directly affect another.

It is in this issue of whether and how to aggregate separate
utilities that an apparent conflict between equity and eco-
nomic efficiency can arise. Whether it does or not depends on
how efficiency is defined. “Pareto efficiency,” for example,
describes situations in which no one can be made better off
without making anyone else worse off. Pareto efficiency is
thus gencrally neutral with respect to equity because it allows
a wide variety of possible distributions. More often, however,
the term “economic efficiency™ describes the maximization of
“something” with the resources available. Maximizing GNP —
or perhaps “World Product™ (WP) — could involve highly in-
equitable outcomes, which might well imply lower global
welfare, depending on how welfare is defined in relation to
the distribution of wealth. With appropriate international
transfers, however, it could also allow a much fairer and ethi-
cally benign world with a real gain in global welfare.

Equity is thus essential to climate change discussions, be-
cause there is no consensus about whether and how to mea-
surc and aggregate welfare within and, still less, between
countries. On the contrary, there are fiercely competing views
grounded in differing interests and beliefs. The optimal policy
is thus inherently a matter for debate, negotiation, and com-
promise between conflicting interests and ethical philoso-

phies.

3.2 Equity in International Law and in the
Framework Convention

This section examines how the basic rights and obligations of
states established under international law through treaties,
custom, general legal principles. and judgments and awards of
courts and iternational tribunals provide a framework for
consideration of issues concerning procedural and distributive
equity (Cheng. 1990 Franck and Sughrue. 1993: Sunds. 1995:
Schachter. 1977: Tarlock. 1992: Weiss. 1993, In addition. the
Framework Convention on Climate Change contains princi-
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ples and specific provisions concerning equity. These provi-
sions have important implications for the implementation of
the Convention, including the elaboration of further commit-
ments and mechanisms for burden sharing on an equitable
basis.

3.2.1 International legal framework

One of the basic tenets of international law is the sovereign
equality of all states. Each state has jurisdiction over its terri-
tory and has the right freely to choose and develop its politi-
cal, social, cconomic, and cultural systems, including the right
to develop its own policies and laws regulating the exploita-
tion of its natural resources. As a corollary to these principles,
each state has a duty to refrain from threatening the territorial
integrity of another and the obligation not to intervene in mat-
ters within the domestic jurisdiction of any other state.

According to Principle 2 ol the Rio Declaration on Envi-
ronment and Development:

States have, in accordance with the Charter of the United
Nations and the principles of international law, the sover-
eign right to exploit their own resources pursuant to their
environmental and developmental policies, and the respon-
sibility to ensure that activities within their own jurisdic-
tion or control do not cause damage to the environment of
other States or of arcas beyond the limits of national juris-
diction. (United Nations, 1993)

Each state may devise its own climate change policies and
programmes. Accordingly, the extent to which national mea-
sures are cquitable in allocating costs and benefits among var-
ious regions, cconomic sectors, social groups. or individuals
within its territory is primarily a domestic matter. The alloca-
tion of responsibilitics between states for mitigation and
adaptation and mechanisms to implement these is, however,
an international matter and subject to the general rules and
principles of international law. For states that are parties (o
the Framework Convention on Climate Change, the allocation
of these responsibilities is also subject to the specific equity
provisions of the Convention. It is important, therefore, to un-
derstand the meaning of equity in international law, in partic-
ular, the factors that have been included in the concept of
equity and their practical procedural and distributive conse-
quences.

3.2.2 The IC] and the concept of equity

The International Court of Justice (ICJ) explained the legal
nature of cquity in its judgment on the 1982 Continental Shelf
Case involving Tunisia and Libya. It stated:

Equity as a legal concept is a direct emanation of the idea
of justice. The Court whose task is by detinition to admin-
ister justice is bound to apply it. (ICJ. 1982)

The Court explained that “the legal concept of equity is a gen-
eral principal [sic] directly applicable as law.™ This means that
equity can be a source of law as well as a consideration for the
sensible application of the law (Cheng, 1987). In its 1982

judgment. the Court recognized that equity was relevant when
it was called on to choose among several possible interpreti-
tions of the law. The Court interpreted this as meaning, noi that
it could fashion new law, but that when it could choose among
several interpretations of the law it was bound to choose the
interpretation “which appears, in the light of the circum-
stances of the case, to be the closest to requirements of jus-
tice” (ICJ. 1982, p. 60, para. 71). The Court also recognized
that in international law the application of equity must take
into account all the legal and factual circumstances relevant to
the case in hand.

Because individual cases may involve unique procedurl
and distributive elements, the application of equity cannot be
generalized as a set of principles, and factors relevant to the
application of equity to one context cannot necessarily be
transposed and applied in another. The following examination
of equity in different international environmental contexts is
intended to provide background information about the role
of equity in benefit- and burden-sharing arrangements be-
tween states concerning access to and use of natural re-
sources. The legal insights and practical experience gained by
states and the 1CJ in dealing with equity in these contexts may
be relevant for climate change. It is important to note that
these insights and experiences do not bind the partics to
the FCCC, who may negotiate further agreements about the
appropriate role to be given equity in the context of the Con-
vention.

3.2.3 Equity in the context of the continental shelf

The ICJ has examined the role of equity in a series of cases
between states concerning use of the continental shelf and
rights of access to it. In a dispute between Malta and Libyvu
(ICJ, 1985), the Court said that the concept of equity includel
the principle of good faith negotiations to resolve disputes be-
tween parties. This interpretation highlights the important
procedural components of the concept, which, the Cour
stated, also included “the principle of respect due to all such
relevant circumstances [and] the principle that although ull
States are equal before the law and are entitled to equal treat-
ment, equity does not necessarily imply equality.”

Concerning distributive equity, it went on to declare that
the application of equitable principles cannot be used for “re-
fashioning geography or compensating for the inequalities of
nature.” The Court pointed out that, so far as the law concern-
ing continental shelf delimitation is concerned, “equity docs
not necessarily imply equality . . . nor does it scek to make
equal what nature has made unequal.” The Court also went on
to state that equity includes “the principle that there can be ne
question of distributive justice.” Accordingly, in that case the
Court rejected Malta’s claim to a greater share of continentl
shelf based on its argument that it was resource-poor and had
greater socioeconomic and developmental needs than oil-rich
Libya.

In a recent ICJ case between Norway and Denmark (1C.
1993). the Court again considered the relevance of socioecn-
nomic factors. including population. and rejected these o
irrelevant in determining a state’s entitlement to continen-
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tal shelf resources. In a case between the U.S. and Canada
(ICJ, 1984), however, the Court indicated that where the
overall result might entail “disastrous repercussions on the
subsistence and economic development of the populations
concerned,” it may be inequitable not to take such factors into
account.

It is not possible to derive general conclusions about equity
from the foregoing, as the Court has stressed that each case
must be examined in the light of its legal and factual circum-
stances. What this body of law does make clear, however, is
that the Court has not yet had to deal with interpreting obliga-
tions that are related to or conditional on the consideration of
complex factors such as socioeconomic development or the
needs of present and future populations. Moreover, a closer
reading of these cases illustrates the Court’s reluctance to use
equity as a basis to achieve distributive justice on a wider
scale. This suggests that, in the absence of clear legal rules re-
quiring the consideration of factors such as socioeconomic
development and population, the ICJ may not necessarily re-
gard them as relevant or of paramount importance in other
contexts where disputes concerning access to and use of nat-
ural resources raise wide-ranging distributive justice con-
cerns.

This approach may have significant legal and practical
consequences in the climate change context, where imple-
mentation of a range of parties’ obligations under the Conven-
tion is conditional on taking into account their socioeconomic
development, national needs, and a wide-ranging list of geo-
graphical factors. It is also particularly important in the con-
text of negotiating future greenhouse gas emission reductions
or devising joint implementation systems, as both raise funda-
mental distributive questions about the basis on which coun-
tries are entitled to continue their emissions.

3.2.4 The Law of the Sea

The role of equity in the legal regime established for the deep
seabed in Part XI of the 1982 United Nations Conference on
the Law of the Sea (UNCLOS) differs markedly from the
principles and rules concerning the continental shelf. UNC-
LOS aims at distributing the benefits of exploitation as widely
as possible because it incorporates a notion of equity that in-
cludes a substantial elcment of distributive justice. The equi-
table principle that inspires this regime is that the “Area” (the
deep seabed) and its resources are the “common heritage of
mankind” (Birnie and Boyle, 1992). Article 140 provides, for
example, that activities in the Area “shall be carried out for
the benefit of mankind as a whole, irrespective of the geo-
graphical location of States. whether coastal or land-locked,
and taking into particular consideration the interests and
needs of developing States and of people who have not at-
tained full independence.™

Unlike the law on continental shelf delimitation. these pro-
visions expressly call for the consideration of socioeconomic
factors and economic needs, particularly those of developing
countries or other states disadvantaged by geography, in ap-
portioning benefits. However, no definition of equity was in-
cluded in UNCLOS. To give effect to these provisions, parties
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to UNCLOS may have to elaborate equitable criteria for shar-
ing any financial and other benefits arising from exploitation
of the deep seabed. These criteria may have implications for
climate change issues.

3.2.5 The ozone regime

Perhaps the clearest international example for the application
of equity is the 1987 Montreal Protocol on Substances that
Deplete the Ozone Layer, which arose as a result of the 1985
Vienna Convention for the Protection of the Ozone Layer.
Many developing countries had argued that, in view of their
marginal contribution to the ozone problem, limited financial
resources, and more pressing developmental concerns, they
should not be expected to take on the same commitments as
richer developed countries whose emissions had caused the
ozone problem (Franck and Sughrue, 1993; Tarlock, 1992).
Participation in the Montrcal Protocol of a large number of
developing country parties is widely viewed as a measure of
its success in addressing the equity concerns of these coun-
tries and in balancing environmental needs with economic
imperatives and flexibility for industrial producers of ozone-
depleting substances.

The use of innovative legal techniques to implement these
equity concerns distinguishes the Montreal Protocol from
other conventions. The following list provides a brief outline
of the way in which these concerns are given practical expres-
sion in the Protocol’s substantive provisions. These “equi-
table” techniques include:

«+ differentiated standards for developed and develop-
ing country parties, including the provision of grace pe-
riods for compliance for the latter, allowing increased
production by developed country parties to enable de-
veloping country parties to meet their “basic domes-
tic needs,” and allowing developing country parties to
determine their emission entitlements on a per capita
basis

« financial assistance to developing country parties, over
and above overseas development assistance, to cover
“all agreed incremental costs” and enable compliance

« transfer of technology, especially of best available, en-
vironmentally safer substitutes under fair and most
favourable conditions, facilitated by the Protocol’s fi-
nancial resources if necessary

« limited operation of a tradable permit or joint imple-
mentation scheme to achieve “industrial rationaliza-
tion” to minimize economic disruption and provide
flexibility to producers of ozone-depleting substances

o an acknowledgment that the ability of developing coun-
try parties to comply is conditional on the “effective im-
plementation™ of financial cooperation and technology
transfer obligations by the developed countries

As a result of its success in attracting the participation of
developing countries. the Montreal Protocol approach was ex-
tensively discussed as a “model” for the Framework Conven-
tion on Climate Change (Benedick. 1991: Handl. 1990).
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3.2.6 The Framework Convention on Climate Change

What is the role of equity in the Framework Convention on
Climate Change so far as rights and responsibilities (o protect
the climate system are concerned? Unlike the Montreal Proto-
col, which mentions equity only once in the Preamble, the
Climate Convention includes references to equity three times
in its substantive provisions. The first of these. in Article 3.1,
states:

The Partics should protect the climate system for the bene-
fit of present and future generations of humankind, on the
basis of cquity and in accordance with their common but
differentiated responsibilities and respective capabilities.
Accordingly, the developed country Parties should take the
lead in combaling climate change and the adverse effects
thereof.

This principle, which is intended to provide guidance in
implementing all the provisions of the Convention, mentions
equity in the context of burden sharing between all parties,
and, in particular, between developed and developing country
parties. It also suggests that equity requires consideration of
the responsibilities of present generations to future ones as
part of burden-sharing arrangements.

Equity also appears in Article 4.2(a) which requires devel-
oped country partics to commit themselves to

adopt national policies and take corresponding measures
on the mitigation of climate change. . . . These policies and
measurcs will demonstrate that developed countries are
taking the lead in modifying longer-term trends in anthro-
pogenic cmissions consistent with the objective of the
Convention . . . taking into account the differences in these
Parties™ starting points and approaches. cconomic struc-
tures, available technologies and other individual circum-
stances, as well as the need for equitable and appropriate
contributions by cach of these Parties to the global effort
regarding that objective.

The use of the term “equitable™ in reference to the specific
commitments of developed countries reflects the intention of
the parties that cquity should be applied not only between de-
veloped and developing countries but among developed coun-
tries as well. Finally, Article 11.2 requires the Convention’s
financial mechanism to “have an equitable and balanced rep-
resentation of all Partics within a transparent system of gover-
nance.”

Equity in this context appears to reflect developing country
concerns. These concerns are of an essentially procedural na-
ture, reflecting the fact that the implementation of procedural
elements may be essential for guaranteeing distributive out-
comes that are perceived to be equitable.

What then is the significance of equity in the Convention
and what practical consequences flow from its mention? It is
clear that the application of cquity in these contexts is in-
tended to respond to quite dittferent concerns. Equity cannot.
therefore. have one meaning, as its meaning will depend on
the legal and factual circumstances of’ particular situations.
Particular disputes will themselves depend on the interpreta-

tion of the naturc and extent of the parties’ obligations under
the Convention.

The terms “‘equity” and “equitable” in the Framework Con-
vention on Climate Change are closely related to virtually all
its other substantive provisions. According to rules set down
in the Vienna Convention on the Law of Treaties (1969), these
terms must be interpreted in the light of the Convention’s
overall objective, approach, and context. The Framework
Convention’s objective, as stated in Article 2, is to stabilize
greenhouse gas concentrations at a level that “would prevent
dangerous interference with the climate system.” It then gocs
on to specify that “such a level should be achieved within a
time frame sufficient to allow ecosystems to adapt naturally to
climate change, to ensure that food production is not threat-
ened and to enable economic development to proceed in
sustainable manner.” The objective of the Convention thus
bounds the way in which its provisions should be imple-
mented and equity should be achieved.

In addition, the Convention itself requires the parties to use
the principles contained in Article 3 to achieve its objectives
and guide implementation of its provisions. Equity is men-
tioned in the context of Article 3.1, which concerns the princi-
ple of common but differentiated responsibilities for the
climate system, which the preamble states is a “common con-
cern of humankind.” However, this is only one of five prin-
ciples found in Article 3. The others include the right to
promote sustainable development, the precautionary princi-
ple, the need to take into account the specific needs and spe-
cial circumstances of developing country and vulnerable
parties, and the commitment to promote a supportive and
open international economic system.

Much of the meaning of these complex principles. includ-
ing concepts such as “common concern of humankind.” re-
mains open to interpretation. It is clear, however, that these
interlocking concepts and principles bound the way in which
the parties’ obligations can be interpreted and in which cquity
can be applied in a particular case.

The application of equity is also bounded by the structure
of differentiated commitments set out in Articles 4.1-4.5 of
the Convention, which distinguish between developed and de-
veloping country parties and those with “an economy in tran-
sition.” All developed country parties, including those with
economies in transition (listed in Annex | of the FCCC).7 are
required to take the lead in mitigating climate change (Article
4.2 (a)). These partics

may implement such policies and measures jointly with
other Parties and may assist other Parties in contributing o
the achievement of the objective of the Convention and. in
particular. that of this subparagraph.

Developed country parties and other developed purties
listed in Annex 1l of the FCCC (the European Union and the
member countries of the Organization of Economic Cooperu-
tion and Development) must transfer technology and financial
resources to developing country parties to enable the latter
implement their more limited commitments to combat climate
change (Articles 4.3 and 4.5). They are also obligated to assist
developing country parties that are particularly vulnerable w
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the adverse effects of climate change in meeting the costs of
adaptation (Article 4.4). In view of their limited financial re-
sources, however, parties with economies in transition are not
obligated to provide such assistance.

Articles 4.6-4.10 provide a range of factual or other cir-
cumstances that must be given consideration with respect to
the implementation of the parties’ differentiated commit-
ments. These articles are, therefore, of particular relevance in
considering what factors might or might not count as relevant
“equitable factors™ in a particular case where implementation
of commitments is in question.

For example, Article 4.6 provides that a certain amount of
“flexibility” must be given to parties with economies in tran-
sition in the implementation of their Article 4.2(a) obliga-
tions. Article 4.7 makes the implementation of the developing
country parties’ commitments conditional on the implementa-
tion of the developed country parties’ financial and technol-
ogy transfer commitments and recognizes that “economic and
social development and poverty eradication are the first and
overriding priorities of the developing country Parties.”

Article 4.8 requires the parties to give full consideration to
the specific needs and concerns of the developing country
parties with respect to a broad list of geographical, biological,
and economic factors, such as whether a country is a small is-
land, is prone to natural disasters or desertification, or is
highly dependent on income from fossil fuel consumption or
production. Article 4.9 provides that full account must be
taken of the needs of the least developed countries for funding
and technology transfer. Finally, Article 4.10 provides that
consideration should be given to all parties whose economies
are highly dependent on income generated from the produc-
tion or consumption of fossil fuels or energy-intensive prod-
ucts for which there are serious difficulties in switching to
alternatives.

By differentiating obligations and by including the forego-
ing factors, the Framework Convention on Climate Change
appears to have dealt comprehensively with the equity con-
cerns. On a practical level, however, the implementation of
the Convention on an cquitable basis will require further
agreement between parties about the significance of thesc fac-
tors. the relative weight to be given to each in particular situa-
tions, and the precise meaning of commitments undertaken by
each of them. This, in turn. will require agreement about the
meaning of principles. such as the principle of common but
differentiated responsibilities, the right to sustainable devel-
opment, and concepts such as “common concern of hu-
mankind,” which is a new concept in international law.
Reaching agreement about these matters will have a critical
bearing on how the benefits and burdens of combatting cli-
mate change are allocated between states.

The continental shelf cases and the general rules of interna-
tional law concerning procedural equity suggest that states en-
ter into good faith negotiations to resolve differences about
access to natural resources and their use. Further negotiations
between parties to the FCCC would certainly assist the imple-
mentation of the Convention on an equitable basis. To the ex-
tent that the partics do not enter into such negotiations or
where disagreements persist, the general rules and principles
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of international law will remain relevant to resolving disputes
about equity.

3.3 Principal Differences Among Regions
and Countries

3.3.1 Introduction

Equity is not the same thing as equality, but issues of interna-
tional equity are clearly related to a variety of differences be-
tween countries. This section summarizes ways in which
countries differ and that are relevant to the question of equity
between countries in responding to climate change. Subse-
quent sections review some of the issues and conclusions
that writers have drawn concerning implications for climate
change policy. Five main dimensions of difference are cited in
the literature:

« wealth and consumption
» emissions — past, present, and future

« impacts — the distribution of and vulnerability to climate
change

« social considerations and institutional capabilities

« endowment with resources that may be affected by re-
sponses to climate change

This section of the chapter considers each in turn.

3.3.2 Wealth and consumption

Wealth is one of the most obvious and pervasive differences
between countries. Much of the literature on international eq-
uity starts from this issue, and the statistics need little elabora-
tion. In terms of annual average income, measured by gross
national product (GNP) at market exchange rates, more than
half of the world’s population (58.7%) live in the forty-two
countries that are classified as “low-income” in the World
Bank’s World Development Report 1994 (World Bank, 1994),
These countries have an average per capita gross national
product (GNP) of $390. The 15.2% of the world’s population
that live in the twenty-three countries that the World Develop-
ment Report classifies as “high-income economies” have an
average per capita GNP of $22,160, almost sixty times that
of the low-income economics. The remaining sixty-seven
“middle-income economies™ have an average per capita GNP
of $2.490, just slightly more than one-tenth that of the “high-
income” countries.

Such comparisons give an exaggerated impression because
they do not reflect wide variations in purchasing power be-
tween countries that are not reflected in exchange rates. At-
tempts to correct for this, giving income estimates based on
“purchasing power parity” as a more accurate measure, still
highlight very wide disparities in average real per capita in-
come.

These differences have a direct bearing on the issue of cli-
mate change in various ways. Activities of the poor that result
in emissions of greenhouse gases are those that relate most
closely to “basic needs,” often at little more than subsistence




92 Climate Change 1995 — Economic and Social Dimensions of Climate Change

levels — encrgy for cooking or keeping tolerably warm, emis-
sions from agricultural activities, perhaps energy for light to
enable reading, and occasionally for travel by public trans-
port. Emissions from the rich tend to be dominated by activi-
ties such as driving private cars, home central heating. and
energy embodied in a wide variety of manufactured goods and
the use of such goods. The welfare impacts of cutbacks of
greenhouse gas emissions may thus difter greatly according to
the level of personal wealth (WCED, 1987: CDCGC, 1992).
Cutbacks of greenhouse gas emissions could also have signit-
icant impacts on countries where the production of hydrocar-
bon fuels accounts for a substantial portion of their national
income.

Obviously there are great variations within countries, but
in sum the same broad issues apply concerning wealth dispar-
ities betwecn countries. The aggregate relationship between
wealth, consumption of a variety of natural resources, and
emissions of various pollutants has been explored methodi-
cally by a number of authors. Using cross-sectional data,
Parikh et al. (1992) shows that consumption of a wide variety
of resources — many of which involve emissions of green-
house gases in their extraction, processing, and application —
is closely related to the level of wealth, Williams er al. (1987),
Drucker (1986), and others have argued that, in many devel-
oped economics, a decoupling of wealth from the volume of
material consumption has occurred since the 1970s and that
this tendency will accelerate. Others have disputed this inter-
pretation, however (Herman et al., 1987). Nevertheless, the
aggregate relationship at middle and lower income levels
scems undisputed. The World Development Report 1992
(World Bank, 1992) notes that emissions of some pollutants
decline beyond a certain stage of economic development.
However, the report does not claim that such a point has yet
been reached in the case of CO.,.

Not only is wealth one of the most important correlates of
greenhouse gas emissions (at present), but it also has a very
important bearing on vulnerability to climate change. Richer
countries, because they are richer. will tend to find it easier to
deal with the costs of coping with climate change and mea-
sures to abate climate change. Poorer countries will tend to be
more vulnerable to climate change for a variety of reasons
considered below.

Poverty also has an important bearing on national priorities
and the time scales considered in policy. Economists have
long noted that personal discount rates decline with rising in-
come. Richer people can afford to look further ahead. have
greater security, and can atford to invest more for the future
(though, in fact, the pattern of investment as a fraction of
wealth is very variable). Poor people tend to be focussed more
on short-term concerns, including striving to ensure they can
meeet basic needs. This has important implications for the po-
tential equity impact of policies to address climate change
within countries. as noted earlier in this chapter. and the same
applies at the level of national cconomic and political sys-
tems.

Thus, in poorer countries interest rates tend to be higher,
capital is scarcer, and the whole focus of policy and politics
tends to be on meeting pressing short-term needs, ranging

from poverty alleviation and employment generation to the
management of fiscal crises, which are often partly driven by
the needs of debt repayment. At the industrial level, the focus
may. for example, be on the scramble to construct infrastruc-
ture and capacity fast enough to meet rapidly rising demand.
rather than the more considered examination of optimal in-
vestments over longer periods that may be possible in richer
countries. Thus, the context for both actual investment behav-
iour and broader public policy is strongly affected by national
wealth in ways that are directly relevant to the climate prob-
lem (Mathur, 1991; Ewah, 1994).

Some of these issues were addressed by the Special Report
on Developing Countries of the Intergovernmental Panel on
Climate Change (IPCC, 1990), which stated that “the priority
for the alleviation of poverty continues to be an overriding
concern of the developing countries; they would rather con-
serve their financial and technical resources for tackling their
immediate economic problems than make investments to
avert a global problem which may manifest itself after two
generations.” Article 4.7 of the Framework Convention on
Climate Change also recognizes that “economic and social
development and poverty eradication are the first and overrid-
ing priorities of the developing country Parties” and these will
influence implementation of their commitments.

3.3.3 Patterns of greenhouse gas emissions

A second important dimension of difference is that countrics
vary widely in the nature and degree of their contribution to
climate change. Contributions to climate change span many
different gases and sources.’ Countries have different capaci-
ties as sinks for absorbing carbon emissions. Although the
range of sources and sinks included in analyses or agreements
may not in itself be regarded as an equity issue, it is clear the
conclusions that may be drawn from different ways of aggre-
gating and presenting the data can be. This section summa-
rizes the main approaches that have been taken and the results
obtained.

During the negotiation of the FCCC, many of these consid-
erations came to be discussed in terms of whether the Conven-
tion should adopt a “comprehensive” approach, and. if so.
whether it should focus on “gross” greenhouse gas emissions
or “net” emissions derived by subtracting the removal of
greenhouse gases by sinks from total emissions by sources
(Bodansky, 1993). Adoption of the comprehensive approach
means that all sources and sinks of different greenhouse guses
have to be considered in formulating policy. Accordingly.
global warming potentials are calculated for each gas to per-
mit emissions of different gases to be compared according tou
single metric.

In the course of the negotiations, many developing coun-
tries viewed the comprehensive approach as inequitable. ar-
guing that methane emissions from subsistence agriculiure
should not be compared with carbon dioxide emissions. be-
cause the former are “survival emissions” which cannor be
controlled without irreparable social and economic damage
whereas the latter are due in large part to profligate lifestyles
in the developed countries (Bodansky, 1993). Subak (1993
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BOX 3.1: THE WRI DATA CONTROVERSY AND ALLOCATION OF SINK CAPACITY

In 1990 the World Resources Institute (WRI, 1990) published an extensive set of data on national greenhouse gas emissions
from which they concluded that responsibility for climate change was shared widely between countries in the industrialized
and developing world. Their methodology and conclusions were vigorously attacked by Agarwal and Narain (1991), who
claimed that the analysis was inherently biased against poor countries. They presented an alternative approach, concluding
that developing countries bore no responsibility for the problem but were, in fact, contributing to cleaning up emissions
from the industrialized world. The dispute attracted widespread academic, public, and political attention.

There were important disagreements over the accuracy of data and the range of gases included (Ahuja, 1992; Thery,
1992), and it has now been recognized that emissions from deforestation, and probably methane, in many developing coun-
tries are much lower than in the original WRI estimates. But the heart of the dispute was over the assignment of “natural
sink capacity” — the natural processes that remove greenhouse gases.

Because of all the difficulties associated with estimating, comparing, and projecting greenhouse gas removal over time,
WRI took the measured increase in concentration of each gas — which gives a direct measure of the radiative change — and
assigned this to each country in proportion to estimated emissions in that year (or an average of recent years).

Agarwal and Narain raised two central objections to this measure. First, it took no account of the distribution of historical
emissions, which are in fact largely responsible for current concentration levels. Second, by distributing the net concentra-
tion in proportion to gross emissions, the natural reabsorption — the “sink capacity” — was implicitly being allocated in pro-
portion to emissions. This. they contended. was a grossly inequitable approach, because the sink capacity was a natural,
global common resource that should be allocated equally to all people. By dividing the total annual absorption of each
greenhouse gas (the difference between gross emissions and measured atmospheric increase) in proportion to national pop-
ulation, they showed that most developing countries’ shares of the global reabsorption of grecnhouse gases on this basis ex-
ceeded their actual gross emissions. Far from bearing any responsibility for the problem. they concluded, developing
countries were in fact helping to clean up the excessive emissions from industrialized countries.

Adifficulty with Agarwal and Narain’s approach is that the rate at which greenhouse gases are removed from the atmos-
phere depends on the concentration gradient and therefore the level of gross emissions: The more that is emitted, the more is
removed. Thus, it does not follow from Agarwal and Narain’s approach that concentrations would decline if all countries did
emit at the per capita rate of the poorer countries. After a few years it is likely that concentrations would still rise, but at a
much slower rate. It is a complex process, however, and it is widely believed that the proportion absorbed declines with ris-
ing global emissions and could fall sharply it human emissions started to saturate natural sink processes. The real relation-
ship between “gross™ and “net” ecmissions, and how the latter should be assigned, is thus very complex.

To avoid this complication, and in keeping with much of the literature, the data in this chapter are given in terms of gross
emissions in considering current and projected emission rates. Most analysis recognizes that from a policy perspective it
will also be necessary to consider anthropogenic stimulation of sinks (primarily tree planting) and probably human impacts
on the ability of natural ecosystems to act as sinks for greenhouse gases. For the present at least, these impacts are not
thought to be major contributions to the overall flow of greenhouse gases, though the spread of land management for agri-
culture and other purposes, and desertification, have probably reduced the sink capacity in many diverse countries.

gives more general examples of how different countries might
prefer different selections of cases to be included according to
interest. Smith (1994) argues that climate change agreements
should not incorporate any biotic sources or sinks (even if af-
fected by human actions), both on grounds of practicality and
equity — the latter argument being that the estimates require a
baseline date against which to measure carbon accumulation
or loss, which is likely to favour those regions (i.e., Europe
and North America) that deforested in carlier ages.
Developing countries also argued that the Convention
should include a principle that all states have an cqual right to
ocean sinks, as these are part of the global commons (Bodan-
sky, 1993). This principle did not find its way into the Con-
vention, and the question of entitlements to global sinks
therefore remains open. The Convention does, however, men-
tion the comprehensive approach favourably in both the pre-
amble and Article 3.3. Notwithstanding this mention, the final
language of the Convention leaves open the possibility that
policies and targets for individual gases can be adopted.

Many of the equity concerns about how sources and sinks
should be dealt with, and which gases should be controlled on
what timescale, continue to manifest themselves in fierce
methodological disputes about the calculation, aggregation,
and presentation of data. This was vividly illustrated in an im-
portant debate about data relating to emissions and sinks pre-
sented initially by the World Resources Institute (See Box
3.1).

In terms of controlling emissions, it is relevant to note that
CO, is the biggest anthropogenic contributor to radiative
chaﬁge to date and is projected to continue to be so. Methane
is also significant, though it decays much more rapidly, emis-
sions are much imore uncertain, and in recent years the growth
rate in the atmosphere has slowed dramatically. CFC emis-
sions, almost entirely from industrialized countries, grew very
rapidly until the late 1980s, but the overall impact on radiative
forcing, taking into account indirect effects. is still uncertain
(IPCC. 1992, 1995). Also. since these emissions are how
being rapidly phased out under the Montreal Protocol and
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amendments, with limited interim growth in developing coun-
tries, they are less relevant to future policy. The replacement
of CFCs by HCFCs, which have a high radiative impact and
are not controlled by the Montreal Protocol, however, is a
matter of concern, and their increased use deserves close
scrutiny. Similar remarks apply to sulphur dioxide, which,
though not a greenhouse gas, is thought to have a considerable
indirect impact on the radiative balance. The role of other an-
thropogenic gases is not big enough to affect the equity issues
discussed here.

3.3.3.1 Historical and cumulative emissions

Cumulative past emissions account for the buildup of gases in
the atmosphere. Smith (1993) provides the most thorough ac-
count of how indices of past emissions can relate to current
concentrations and gives data for cumulative carbon emis-
sions in the period 1950-86. From these he has derived esti-
mates of the “natural debt™ that cach country has drawn from
(overjuse of the atmospheric capacity: he justifies the 1950
cutoff on both cthical and practical grounds. The most exten-
sive databascs for cumulative emissions of CO, and methane
are those developed by the International Institute of Applied
Systems Analysis (ITASA). These include estimates of indus-
trial and biotic carbon emissions back to 1800, as well as esti-
mates of methane cmissions, presented to a useful but
manageable degree of regional breakdown. Their results are
shown in Table 3.1.

These results suggest that North America accounts for 33%
of the contribution from fossil fuels, Europe 26%, and the for-
mer USSR 14%. The industrialized countries together account
for 84% of the total. When estimates of biotic (mostly defor-
estation) emissions are included. the North American figure is

reduced to about 30%. and the contribution from a number of

developing countries becomes significant. In total. the indus-
trialized countries account for about two-thirds of cumulative
carbon emissions.

Including methane makes very little difference to these
results, partly because of the shorter residence time in the
atmosphere. Based on current populations. the ratio of cu-
mulative emissions per capita between the industrialized and
developing nations is more than 10 to 1.

These estimates can be subjected to the criticisms that
Agarwal and Narain (1991) raised in connection with an in-
dex of current net emissions (see Box 3.1). By “discounting”™
emissions to reflect the removal of gases. there is an implicit
assignment of the carth’s past sink capacity in proportion to
emissions, Fujii (1990) and Meyer (1995) furnish calculations
to show that it the total CO, absorption were assigned on an
equal historic per capita basis, most developing countries are
in fact “in credit” — their cumulative emissions are smaller
than the global average per capita absorption, and so on this
basis their past contribution is not merely small but actually
negative.

Some logical problems with this latter approach are noted
in the accompanying box. If a more directly physical definition
of “relative contribution to the build-up of greenhouse gases is
used.™ the contribution of developing countries is positive,
but probably less than that indicated in Table 3.1. On any mea-

Table 3.1. Historic CO, and methane contributions by region,
1800-1988 (in percentages)

Industrial Total Co, +
Region Co, Co, CH,
1. OECD North America 33.2 29.7 29.2
2. OECD Europe 26.1 16.6 16.4
3. Eastern Europe 5.5 4.8 4.7
4. Former USSR 14.1 12.5 12.4
5. Japan 3.7 23 23
6. Oceana 1.1 1.9 1.9
7. China 5.5 6.0 6.3
8. India 1.6 4.5 4.8
9. Other Asia 1.5 5.0 5.2
10. N. Africa & Mid-East 2.2 1.7 1.8
11. Other Africa 1.6 52 52
12. Brazil 0.7 33 32
13. Other Latin America 3.2 6.5 6.2
Developed Countries (1-6) 83.8 67.8 66.9
Developing Countries (7-13) 16.2 32.2 33.1
World 100.0 100.0 100.0

Source: Grubler and Nakicenovic, 1991.

sure, the contribution of the world’s poorer regions to the total
buildup of greenhouse gases over the past century is modesi.
and even more so when considered in relation to population.

3.3.3.2 Current emissions

Because of the somewhat more rapid growth of developing
country emissions in the last two to three decades, responsi-
bility for the problem is much more sensitive to the index
chosen for current emissions than it is for cumulative contribu-
tions. The most important issue is whether one focusses on
total or per capita emission rates. Developing countries tend
to focus on the latter, as an index that highlights the extent of
disparities between industrialized and developing societies in
cmissions associated with individual lifestyles, and conse-
quently as a way of emphasizing their argument that pro-
fligate and unsustainable lifestyles in the industrialized
countries are the root of the problem. Commentators {rom in-
dustrialized countries more often point out that, in terms of
climate change. it is total emissions that matter, and that ner
capita indices ignore the important element of gross populu-
tion itself as a causal factor.?

In reality. both aspects matter, and the most illuminating
way of presenting the data is in a form that displays both «i-
multaneously. This is done in Figure 3.1, in which 1993 emis-
sions of CO, from fossil fuels are illustrated on a graph of per
capita emissions against population. The area of cach block.
as the product of the two. represents total fossil CO, cmis-
sions from the country or region. )

Projection against the per capita axis illustrates the scale of
these disparities. not only between developed and developing
countries but also within groups. North America and Australia
emit between 4.5 and 6.0 tC (tonnes of carbon) per person on
average. The figure for the industrialized regions of the "Old

A
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The graph illustrates three of the primary indices cited in the literature relating to the distribution of
current emissions among the major countries or regions indicated beneath each block. The height off
cach block shows per capita CO, emissions from fossil fucl consumption (all uses) in 1993; the
width of each block is proportional to the estimated population in 1993; and the area of each block.,
as the product of per capita emissions and population. is proportional to total fossil CO, emissions.
The qualitative impact of other sources and gases (for which data are less well devetoped) is
outlined in the text.

Source: Grubb (1990) updated by the author using data from 8P Statistical Review of World

Energy, 1994 and World Population Prospects.

Figure 3.1: Carbon emissions per capita and population, 1993.

World” - including Russia and Central and Eastern Europe
after the contractions of recent years — is between 2 and 3 tC
per capita. Average per capita emissions in many parts of
East Asia and Latin America are in the range 0.5-1.0 tC per
capita, though some of the Asian “tiger” economies have al-
ready risen well above this. Per capita emissions on the Indo-
Pakistan subcontinent and in much of Africa rarely exceed
0.3tC per capita — a tenth or less of the per capita emissions in
the industrialized world. Others — such as the Middle East and
various island states — vary widely within this range.
Considering the population axis gives a counterpoint to this
picture. Many of the blocks that are much lower in Figure 3.1
(low per capita emissions) are also much wider (high popula-
tion). The developing economies of Asia alone account for more
than half the global population. Despite their lower per capita
levels, this makes them significant contributors to the total (the
area of the individual blocks shown in Figure 3.1). Altogether in
1993 the OECD countries accounted for about 50.5% of global
fossil carbon emissions, with about half of this being from the
U.S. The former USSR and Eastern European countries ac-
counted for 17% (with half of this being from Russia). and the
developing countries contributed just under a third of gross
fossil carbon emissions (with over 40% of this from China).
Another basis for comparing emission profiles ts to con-
sider the “productivity” of emissions — emissions per unit of
economic output as conventionally defined. This tends to re-
ceive more emphasis in developed countries. which are gen-
erally more efficient. It again has its counterpart in consider-
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ing total economic output, indicating what some developing
countries characterize as overconsumption. Economists in the
industrialized countries tend to put the spotlight on the lower
efficiency levels in developing countries, whereas others at-
tack the overall high level of consumption in the developed
countries as the root of the problem. Again, it is possible to
demonstrate both dimensions on a single graph of emission
intensity versus wealth. In this, a complicating factor arises
from the uncertainties over appropriate exchange rates: The use
of purchasing power parities gives a very different impression
from comparing GNP at market exchange rates (see Box 3.2).

Data for sources other than fossil CO, (see, for example,
SEIl, 1992) are, as noted, much more uncertain, but in general
the disparities between industrialized and developing coun-
tries are greater for CFCs, and less for all other sources, than
those noted here for fossil COZ. Most notably, almost all emis-
sions from deforestation — thought to be in the range of 15-
25% of total CO, releases in the early 1990s — are from a
relatively small group of developing countries; anthropogenic
methane emissions are probably predominantly from China
(fossil and agricultural methane) and South and East Asia
(agricultural methane). However, emissions of this gas are
fairly broadly distributed, with most continents each con-
tributing about 10% of the anthropogenic total (SEI, 1992;
Subak, 1993). How the warming contribution of these emis-
sions compares with fossil CO, data depend on the data and
the basis of comparison chosen, as discussed in the IPCC re-
port, Climate Change 1994. As noted. these regional compar-
isons obscure both large disparities in per capita emissions
and important national and subnational variations within each
group (IPCC, 1995; Subak, 1993).

3.3.3.3 Future emissions

The pattern of emissions is changing — it has indeed changed
markedly in the last five years — and is expected to continue
changing. A very large number of emission scenarios have
also been prepared by various authorities, with a variety of as-
sumptions, timescales, and degrees of regional breakdown.

From an equity perspective it is important to distinguish
“business as usual” projections from assumptions about the
location of abatement, and to have a sufficient regional break-
down to relate emission patterns to cconomic and other re-
gional differences. The scenarios of the 1990 IPCC Scientific
Assessment (unlike the 1992 update) had sufficient clarity on
both counts, but were criticized for embodying highly in-
equitable assumptions. both in the reference scenario and in
the apportioning of emission reductions in abatement scenar-
i0s. Parikh (1992) noted that the reference scenario “permit-
ted” a substantial increase in North American emissions but
considered that “cuts for the South are already built into the
reference models.” compared with the rates of growth that
might otherwise be expected. “The stabilization scenarios,”
she argued, “stabilize the lifestyles of the rich and adversely
affect the development of the poor.”

The IPCC 1992 scenarios span a very wide range. with lit-
tle geographical detail, and thus do not embody a clear view
of the distribution of emission trends. A more recent and thor-
ough development of emission scenarios for fossil fuels is that
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The national emission intensity can be defined as the ratio of
carbon emissions to GNP. International comparisons then
depend on how GNP in different currencies is compared. If
market exchange rates are used. output from many of the de-
veloping countries appears very small. The first graph (Fig-
ure 3.2) gives examples of emission intensity for key regions
and countrics, employing a technique similar to that used in
Figure 3.1 for population and per capita emissions. On this
basis, emission intensity in China is about five times that of
the U.S., and in general the emission intensity in the devel-
oping world is much higher than in OECD countries.

It is well known, however, that exchange rates tend to un-
dervalue the real purchasing power of currencies in poor
economies, particularly where there arc strong exchange
controls; it is, for example, possible to live quite well in
some poor countrics on the exchange rate equivalent of a
few U.S. dollars a day. Estimates of purchasing power parity
(PPP) attempt to compare currencies in a way that equili-
brates purchasing power. For OECD countries the difference
in GNP calculated at PPP and market exchange rates is mod-
est, usually 10-30%: for some developing countries the dif-
ference in GNP is extremely large.

The second graph (Figure 3.3) illustrates what happens
when emission intensities are calculated on a PPP basis, us-
ing estimates from the World Bank. On this basis, emission
intensities in China and Africa are close to (and straddle)
that of the U.S.. whereas that of India is comparable with the
European Union.

For several reasons, however, neither index can be taken
as giving an authoritative compartson of energy efficiency.
PPP estimates themselves are not only approximate (they
can vary considerably between sources) but are not always
more appropriate for comparing encrgy intensities. That is
because fossil carbon emissions arise largely from industrial
production. often involving goods traded at market ex-
change rates, whereas PPP is driven by consumption com-
parisons.

Also, carbon intensity can be very different from energy
intensity, particularly in developing countries. due to the
high use of biomass fuels. Few would dispute that. overail.
energy does tend to be used much less efficiently in most de-
veloping countries and that much could be done over time to
improve cfticiencies in these countries. and indeed every-
where. The point is more that glib and aggregated statistical
comparisons, whether on a GNP or PPP basis. are unlikely to
help the international debate.

Note: The graphs show selected regions and countries be-
cause data on PPP are incomplete. Data for formerly cen-
trally planned European countries are not included because
rapid economic (and emission) changes. incompatible defin-
itions, and statistical inadequacies make comparisons of
available data of dubious value and rapidly outdated.

BOX 3.2: INTERNATIONAL COMPARISONS AND EMISSION INTENSITIES
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The graph illustrates some of the economic indices cited in the literature refating to the distribution
of current emissions, among the major countries or regions indicated beneath each block. The
height of each block shows CO, emissions intensity (emissions per unit GNP) from fossil fucl
consumption (all uses) in 1993; the width of each block is proportional to the GNP in 1993: and
the area of each block, as the product of emissions intensity and GNP, is proportional to total fossil
COs emissions. GNP is estimated using market exchange rates. Figure 3.3 shows the data for GNP
on i purchasing power parity basis (see text). The qualitative impact of other sources and gases (for
which data o re outlined in the text.

Source: Authors, derived from data in BP Statistical Review of World Energy 1994 and World
Development Repuort 1994,
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by the World Energy Council (WEC, 1993), which developed
regional scenarios both from a global perspective and with re-
gional teams. Interestingly, their reference scenario was also
criticized by participants from the developing world and for-
mer USSR for being too optimistic about the prospects for im-
proved energy efficiency in these regions. Taking account of
these concerns led to a variant of the reference scenario with
much higher emissions, particularly in South Asia, Central
and Eastern Europe, and Africa.

Whichever variant of future scenarios is considered — and
especially for the higher growth cases favoured by many in
the developing world — the vast majority contain a clear mes-
sage. The ambiguities about whether the developing world
holds significant responsibility for contributing to climate
change will not persist for long. Even in relatively restrained
scenarios of emission growth from the developing world, such
as the original WEC reference case, fossil CO, emissions
alone from these countries will equal those of the OECD
by 2020. And in many scenarios, fossil CO, emissions from
the current developing nations will exceed today’s total
global emissions before the year 2050, despite still being
considerably lower in per capita terms. Furthermore, in terms
of the distribution of abatement efforts, there are signifi-
cant spillover effects both positive and negative.® Edmonds
(1993) has explored the impact of various possible abate-
ment “coalitions,” and Bradley er al. (1994) note on the ba-
sis of a range of abatement scenarios that “anthropogenic
climate change cannot be controlled by the OECD nations
alone.”

Emissions from deforestation do not — and probably cannot —
keep pace with projections of fossil fuel emissions. The pro-
jections reviewed in the IPCC 1992 assessment almost all stay
below 2 GtC/year, and decline after 2030. In comparison, pro-
jections of global fossil fuel emissions rise above 10 GtC/year
by that date in many “reference” scenarios. Methane projec-
tions are highly uncertain but also suggest slower growth.
Clearly, neither deforestation nor methane releases is likely to
alter substantially the overall trend in the distribution of emis-
sion sources. Whatever the past and current responsibilities
and priorities, it is not possible for the rich countries to con-
trol climate change through the next century by their own ac-
tions alone, however drastic. It is this fact that necessitates
global participation in controlling climate change, and hence,
the question of how equitably to distribute efforts to address
climate change on a global basis.

3.3.4 Differential impacts, extreme vulnerability, and the
valuation of impacts

3.3.4.1 General features
Another aspect — distinct but again partly correlated with
wealth — is the likely differential impact of climate change.
Both Volume 2 of this report and Chapter 6 of the present vol-
ume agree that impacts may vary considerably between coun-
tries.

These impacts are a product of the degree and nature of the
physical change. the degree to which the society depends on
the natural resources affected. and its institutional and social

97

capabilities for handling change. Some physical aspects of
climate change could be beneficial, particularly in cooler cli-
mates and in a long-run equilibrium, but the transition may
still be difficult, especially if it must contend with increased
climatic variability.

In hotter climates and developing countries with econ-
omies that depend more heavily on natural resources, the
impacts are widely expected to be adverse (albeit to varying de-
grees) for three main reasons:

(1) Most developing countries are in tropical regions, and
projected climatic changes scem unlikely to improve ei-
ther the quality of the physical environment or agricul-
tural productivity; indeed, modelling studies indicate
that climate change will reduce relative agricultural out-
put in the developing world (Chapters 2, 6; see also Vol-
ume 2).

(2) Developing economies are much more dependent on
agriculture and other aspects of natural resource flows.

(3) Institutional and social structures within developing
countries tend to be weaker and hence less able to cope
with change. Developing countries also have fewer fi-
nancial resources for investing in more robust infra-
structure. Meyer-Abich (1994) concludes that this on
its own is sufficient reason “to prevent greenhouse gas-
induced climate change. because if it happens, present
inequalities would be irresponsibly increased.”

3.3.4.2 Extreme vulnerabilities

In addition. some regions may be cxceptionally vulnerable to
climate change. Small island states and countries with low-
lying coastal areas are obviously vulnerable, not only because
of their greater susceptibility to sea level rise but also their
heavy dependence on natural resources for domestic use and
for trade that may be affected by climate change (Saha, 1994).
In addition to these adverse economic impacts, all or part of
these countries may be destroyed or rendered uninhabitable
by sea level rise (which is projected to continue well beyond
the end of the next century. even if action is taken to curb
emissions) and attendant salt water intrusion. Storm surges
and other changes (such as subsidence) may exacerbate these
impacts. The potentially devastating impact of tropical storms
on low-lying regions was graphically illustrated by the 1991
Bangladesh cyclone, which claimed more than 200,000 lives
(del Mundo, 1992) and perhaps twice that number. Such im-
pacts clearly could have profound consequences for both hu-
man communities and entire ccosystems (see, for example,
Broadhus, 1993).

Potentially extreme impacts may also occur in very dry re-
gions that may already be on the marging of existence. The
central fear relates to the adequacy of food and water supply.
Despite a global food surplus in the 1980s. millions sull
starved because of a lack of local resources, infrastructure,
and social stability. Although modeis suggest that global food
production can be maintained under climate change. agricul-
tural production in the developing world may decline. Indeed,
most models project a drying of continental interiors. and the
African region may be particularly vulnerable. Sidibe (1995)
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gives a review of possible implications for Mali; see also the
assessments in Volume 2 of this report.

If such projections prove true, climatic change will create
“environmental rcfugees.” Even without the worst projected
impacts, problems of both domestic and international migra-
tion are likely to be exacerbated. Myers (1993, 1994 cites es-
timates that there are about 10 million environmental refugees
at present, and on the basis of a survey of projected impacts in
vulnerable regions, estimates that this figure could rise to 150
million by the middle of the next century as a result of climate
change. He sketches the immense social, cconomic, and polit-
ical costs implicit in such movements, “pushing the overall
cost far beyond what we can realistically envisage in the light
of our expericnce to date . . . it requires a leap of imagination
to envisage 150 million destitutes abandoning their home-
lands, many of them crossing international borders.™ Again,
the poor seem most likely to suffer, though clearly such move-
ments might also trigger broader cthnic or even international
conflicts that could envelop whole societics.

These extreme vulnerabilities raise important cquity is-
sues, not only because they represent potentially great suffer-
ing but also because those most vulnerable are to a large
extent those contributing very little to its causes. For small is-
lands, but also for many other developing countries, adapta-
tion to climate change may be a more important, and more
urgent, task than planning and undertaking national mitiga-
tion policies. The language of the FCCC does not give mitiga-
tion absolute priority, as it accepts that some countries and
communitics will have to place more emphasis on adaptation.
However, the aceeptance that the developed country parties
must assist particularly vulnerable developing country parties
in meeting the costs of adaptation indicates agreement that it
would be incquitable for members of the international com-
munity that were highly vulnerable to climate change to bear
the costs of that vulnerability alone. Possible implications of
this exceptional vulnerability for international responses that
aimed at coping with climate change and minimizing its im-
pacts are considered further in Section 4.

The common thread in all the scenarios of extreme vulner-
ability and impacts is the emphasis on the social dimension. A
society with strong social institutions and some financial re-
sources should, with rare exceptions, be able to develop and
implement strategic plans for reducing vulnerability, albeit at
a cost. But these conditions do not exist in some of the most
vulnerable regions and are not casy to import. Furthermore,
there is an internal distributional dimension to physical im-
pacts such as storm surges, hurricanes. sca level rise. and
changing climate patterns. The burden of adapting to these
events will fall more heavily on the parts of the communities
that may already be disadvantaged and unable to adapt with-
out further hardship.

There is also a potentially vicious interaction between so-
cial instability and climate change. Suliman (1994) argues
powertully that this has been an important part of the Su-
danese tragedy: What was originally an ethnic and religious
conflict has evolved over a period of three decades into a con-
flict about resources, driven by a combination of climatic

change and sometimes inappropriate policies advanced by in-
ternational lending agencies.

According to Suliman, climatic change (the occurrence of
which in the area is uncontested; only the cause is disputed)
altered the distribution of resources around which fragile so-
ctal institutions were beginning to develop, thus undermining
their stability and helping to plunge the Sudan back into civil
war.

It may be much more cost-effective for the rich world 10
help protect such regions directly than by additional mitigu-
tion of emissions. However, the scale of existing inequalitics.
the resistance to additional foreign aid, and the mixed efficacy
of international development assistance suggest that it may be
facile to rely on this alone.

3.3.4.3 Global valuation of impacts

The possibility of extreme physical impacts and complex so-
cial reactions poses dilemmas for evaluating aggregate im-
pacts. As discussed in the introduction to this chapter, there is
no single right way to do this. It can only be done by making
ethical judgments about what to measure, and how to measure
and compare the welfare of different people in different coun-
tries across time. Considering only impacts on World Produc:
is a poor enough indicator because (as outlined in Chapter |
and discussed in Chapter 7) World Product makes no pretence
to be a real measure of welfare. But if it is predominantly
poorer people who are affected, it is even worse as an indicu-
tor, because poor people add very little to aggregate weaith.
and impacts on them are similarly discounted (Ayres and Wal-
ter, 1991).

Attempts to allow for “nonmarket” impacts, such as those
on human health, social stability, and environmental quality,
require assumptions to be made about how to value and aggre-
gate such impacts on different people in different countries.
Economics seeks classically to establish a monetary equivi-
lent for these impacts (e.g., Fankhauser, 1993), as discussed
further in Chapters 5 and 6. Scaling impact costs according o
relative GNP implies valuation of human impacts based on
average earning power. In welfare economics this approach is
contentious, as it is widely acknowledged to relate poorly
cven to the more established “willingness to pay™ criterior.
and that itself is acknowledged to have major limitations. Par-
ticularly for poorer people, “willingness to pay” to avoid en-
vironmental damage may give a very different (and muca
lower) valuation than “willingness to accept” compensation
for such damage.

The implicit valuation of human welfare, and indeed of
risk to lhife itself, differs greatly between countries. This is
partly because it is constrained by aggregate wealth, and
partly by the blunt fact that societies clearly do not value pee-
ple in other countries equally. But one of the most significant
aspects of climate change is that activities of people in one
country can have destructive consequences for people in oth-
ers. Any aggregation that evaluates and aggregates impacts in
relation to national wealth (such as impacts on World Product.
plus nonmarket impacts related to national GNPs) in effeu
yields the result that the impact is less significant if it is poor
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people, or people in poorer countries, who suffer. If poorer
countries are more vulnerable and are likely to suffer more,
the dominant impacts are likely to be precisely in those re-
gions. The question of how these impacts are valued thus be-
comes central and cannot be passed off simply as inevitable
economic logic (Grubb, 1993, 1995).

The question is even more difficult in the case of those
small islands and low-lying coastal areas where climate
change may lead to loss of territory and profound social im-
pacts, including destruction of indigenous cultures and whole
communities, with the loss of their attendant heritage and
spiritual, cultural, and social values. This loss in human diver-
sity does not appear to command the attention it deserves. No
amount of monetary compensation may be sufficient for com-
munities that have had no choice but to suffer such impacts.

This issue in itself could have important implications for
the balance between mitigation and adaptation. Although sig-
nificant populations may be involved, particularly if migra-
tory pressures spread the human impacts, their wealth and
hence “willingness to pay” (constrained by their ability to
pay) are negligible on a global scale. On most utilitarian for-
mulations, their potential suffering thus registers little. By the
same token, they have scarcely contributed to the problem
that threatens them. Some commentators dispute the appropri-
ateness of even attempting economic valuation of such ex-
treme impacts, particularly when they are inflicted by the
actions of others. Evaluation in terms of “willingness to ac-
cept” compensation for such damages can preserve the ethical
basis of monetary evaluation of impacts, but impact assess-
ments have not yet been developed on this basis. Also, a claim
for infinite compensation would return the issue to one of the
ethics of imposing damages that the victim claims are not
compensable by money. Adams (1995) argues that seeking to
monetize impacts in these circumstances risks entrenching
disputes rather than resolving them, and should be abandoned
in favour of negotiations that scek to forge greater consensus
about the appropriate values to employ.

Evaluating damages from climate change therefore be-
comes a highly political question of how much the world
cares about imposing such risks on some of the poorest and
most vulnerable people. If the success of international re-
sponses is measured in terms of aggregate impacts on global
wealth, their position will not feature. If it is judged by how
well it protects the weakest, and minimizes the most severe
suffering, an entirely different approach may be called for
{Meyer-Abich, 1994). This obviously fundamentally reflects
the ethical debates surrounding utilitarianism and the Rawl-
sian response outlined above. Thus, it needs to be recognized
that attempts to quantify the costs associated with climate
change involve inherently difficult and contentious value
judgments, and different assumptions may greatly alter the
resulting conclusions.

3.3.5 Social and institutional dimensions

Countries are not equal in their capabilities to deal with the
challenges posed by climate change. Some are strong nation-
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states, with a large degree of socictal consensus and strong in-
stitutions that can formulate and implement policy effectively
and that can act to protect weak and vulnerable groups. Others
may be riven by internal differences and have fragile govern-
ing institutions that may be unable. or unwilling, to formulate
and implement effective policy or to protect the most vulnera-
ble groups — indeed, these institutions may themselves be vul-
nerable to the stresses that climate change may bring.

These differences affect both the vulnerability to climate
impacts, as discussed, and the ability to formalize and imple-
ment efficient abatement policies. Juma et al. (1994), for ex-
ample, emphasize how these factors affect efforts to transfer
technologies. Some of these issues are discussed more fully in
Section 3.6.

More broadly, the social dimensions of both climate
change impacts and responses deserve more consideration.
For example. there is relatively little literature on public per-
ceptions and social responses to climate change and how dif-
ferent social groups view global environmental problems.
Such research would appear necessary as a first step to in-
creasing public participation in ameliorating these problems
(Lofstedt, 1994).

3.3.6 Differing resource endowments

Finally, countries differ widely in their endowment of re-
sources that may be affected by efforts to mitigate climate
change and in their current reliance on production or conver-
sion of these resources. Coal resources and production are rel-
atively widespread globally, though with major variations
within regions. Remaining oil reserves are heavily concen-
trated in the Middle East. North and Central America, and the
former Soviet Union. For some Middle Eastern countries
especially, oil is the only significant export and source of
foreign exchange. Proved gas reserves are also quite con-
centrated in the Middle East and Russia (though their value
would probably be enhanced by mitigation efforts). Forests
and timber exports are likewise concentrated, and can eco-
nomically, as well as environmentally and socially, be very
important to some countries in both the developed and devel-
oping world. The value of such resources can be affected by
action to limit climate change, though the actual equity impli-
cations may be complex, as discussed later in this chapter.

3.3.7 Conclusions

This section has illustrated several ways in which countries
differ and that are relevant to formulating climate change re-
sponses. A number of these group along a developed/develop-
ing country axis. The implications for developing countries
are different because they are generally poorer, have con-
tributed much less to past emissions, and still emit much less
per capita. They may also have shorter policy time horizons,
weaker institutions, and be more vulnerable to climate
change. Yet, in other respects. the divisions are much more
complex. There are substantial variations among both devel-
oped and developing countries in terms of absolute and per
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capita emissions, the likely impacts of climate change. institu-
tional strengths and preferences, and endowment with natural
resources that may be affected by mitigation. Similarly, in
the next century some developing countries will continue to
make marginal contributions to the problem, whereas emis-
sions from others may well start to dominate it. A rigid devel-
oped/developing country delineation of equity issues in the
debate is thus inappropriate and may indeed be highly damag-
ing in the long run, though it incvitably permeates many com-
ponents of the debate at present.

The rest of this chapter concerns the implications of the
various differences for what might constitute equitable re-
sponses. In structuring it, we draw on the observation by Shue
(1992) that the equity issues in responding to climate change
comprise at least four distinct questions:

What is the distribution of the costs of coping with cli-

mate change?

(2)  What is the distribution of future emissions?

(3)  What is the distribution of the costs of measures to limit
emissions?

(4)  What is the background allocation of rcsources and ca-

pabilities and hence the consequent basis for fair bar-

gaining and fair processes?

(n

All these questions are interrelated. For example, a fair dis-
tribution of future emissions may depend somewhat on how
much countries help others with the costs of coping. A fair
distribution of abatement costs depends on various back-
ground circumstances, and debates about allocating the “bur-
den of abatement™ in general, and joint implementation and
tradable emission quotas in particular, highlight a particularly
strong link between the second and and third questions. Few
authors have distinguished these different components as dis-
tinct cquity issues (though several note that the distribution of
paying for abatement could be very different from the distrib-
ution of where abatement efforts — and hence emissions — are
located). But they are distinet, and it is useful to address the
cquity issues cach raises in turn, even if two or more of them
may in practice be ticd or even addressed through the same in-
struments.

This next section (Section 3.4) considers the question of
the costs and risks of coping. Section 3.5 considers the com-
mon issues surrounding distributing emissions and the costs
ot abatement betore summarizing specific proposals concern-
ing each in turn. The final sections then examine internal eg-
uity and procedural equity issues.

3.4 Distributing the Costs of Coping: Impacts,
Risks, and International Insurance

The previous section has noted the fact, analyzed more fully
in the 1990 IPCC Scientific Assessment. that some countries
are likely to be much more affected by climate change than
others. To an important degree. poor countries may be much
more vulnerable than richer countries. But all projections of
impacts are fraught with uncertainty, and in some scenarios
parts of the developed world could also be badly affected.
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Thus, the issue is also about sharing and minimizing risks.
This section reviews these issues.

3.4.1 Nature of impacts and uncertainties

Predictions of climate change remain highly uncertain. The
uncertainty about the future average temperature is high
enough, but it is local effects that really matter, and predic-
tions of regional changes are even more uncertain and can
vary substantially among different climate models. Fluctua-
tions in the frequency of extreme events will not, for the most
part, be predictable (except in a probabilistic sense), and will
therefore add to the uncertainty.

It is not likely that such uncertainties can be resolved
quickly, and it may always remain impossible to make reliable
local predictions or to associate particular local impacts with
human-induced climate change, because to an extent climate
is inherently chaotic. Variations may be extremely sensitive (0
initial conditions (see Gleick, 1987, for a popular discussion
of dynamic systems and their inherent unpredictability).

Thus, in discussing climate impacts it is better to refer 1o
“expectations” of costs and benefits, in the mathematicul
sense of an average of possible outcomes, and to recognize si-
multaneously the importance of uncertainties. This implics
there is another cost item — the cost of bearing risk. Thus. we
can categorize the distributive issues arising from climate
change impacts into four groups:

(1) aggregate welfare impacts over time (intertemporal dis-
tribution of expected global utility)

(2) welfare impacts between countries (international distri-
bution of expected utility)

(3) welfare impacts within countries (interpersonal distri-
bution of expected utility within countries)

(4) the distribution of the cost of risk bearing associated
with each of the above

The question of aggregate intertemporal distribution is the
subject of the next chapter. With respect to impacts within
countries. over and above those arising from policies promot-
ing redistribution, governments generally accept responsibil-
ity for trying to manage, respond to, and mitigate the worst
impacts of extreme events, as in the case of government relicf
programmes for victims of major storms. In addition, big
disasters in the developing world will also often mobiliz
international relief efforts, though these tend to be quite short-
lived. After the initial effort, the local people, with some as-
sistance from the government, tend to be left to rebuild their
lives.

The new aspects introduced by human-induced climatw
change thus concern the broader impacts on international wel-
fare distribution and the cost of associated risks. We consider
each in turn.

3.4.2 Paying for the costs of coping

If there are no international transfers or other assistance con-
nected directly with the measures to cope with actual or po-
tential impacts of climate change, each nation in effect is
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expected to cope using its own resources. The available litera-
ture appears to be unanimous in considering this inequitable.
for two main reasons.

The first arises directly from the observation above that
poor countries are likely to be much more vulnerable to cli-
mate change. Climatic change is thus likely to exacerbate ex-
isting inequalities. Most ethical systems would in any case
expect richer parties to contribute more to addressing a com-
mon problem. The rationale is much stronger still when the
cause is shared but the impacts are disproportionately large on
the least well-off parties.

The second factor, which applies irrespective of this in-
equitable distribution of impacts (but is much reinforced by
it), is the direct causal link: the fact that the actions of some
people (emitting greenhouse gases) may directly harm others.
There are few, if any, ethical systems in which it is acceptable
for one individual knowingly to inflict potentially scrious
harm on another and not accept any responsibility in helping
or compensating the victim or to pay in some other way. An
analogous principle in international law provides that a state
may exploit its resources but has the responsibility to ensure
that activities in its jurisdiction do not cause harm to the envi-
ronment of other states or to areas beyond its national juris-
diction. This principle is generally accepted as a rule of
customary international law. Its application to the climate
change context is problematic, however, as it is extremely dif-
ficult for one state to prove before an international court or tri-
bunal a direct causal link between another state’s emissions
and its own environmental damage. Although, upon signing
the Framework Convention on Climate Change, a number of
small island countries indicated that they may rely on tradi-
tional rules of international law to address damage to their en-
vironment from climate change, it is widely recognized that it
would be factually and legally difficult to use these rules suc-
cessfully.

This difficulty points to the need to develop general rules
of international law regarding liability and compensation.
However, in the absence of new rules of liability, the tradi-
tional “fault-based” rules of responsibility of international
law could provide a basis for vulnerable. generally poorer,
states adversely affected by climate change to receive com-
pensation from richer states whose past and present emissions
of greenhouse gases have caused environmental harm. The is-
sue of historical emissions could be of direct relevance here,
as climate impacts are a function of atmospheric concentra-
tions, which depend strongly on cumulative emissions. Al-
though the Convention’s preamble recognizes that the largest
share of historical and current global emissions of greenhouse
gases originated in developed countries, and that per capita
emissions in developing countries are relatively low and will
need to grow to meet their social and development needs, its
legal ramifications remain unclear.

3.4.3 Sharing risks

The question of who should pay is not solely about equity:
it also concerns more classical economic issues about shar-
ing risks. Chichilnisky and Heal (1993). drawing on Cass.
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Chichilnisky. and Cass er al. (1991). note that the risks in-
volved have four important characteristics. Such risks are:

(1) poorly understood — we cannot assign clear probabili-
ties to different impacts

endogenous — they are created or affected by our own
actions

(3) collective — given climate impacts may affect large
numbers of people; consequently, the risks are not sta-
tistically independent and, hence, may not be greatly re-
duced by “pooling”

irreversible — impacts cannot in general be reversed and.
indeed. we may be committed to these long in advance

(4)

This results in a complex combination of issues of equity and
decision making under uncertainty. Decision making, when
the probabilities of different outcomes are known or reason-
ably estimated (““risk”), is a ficld of extensive economic study.
Rational decision making when the probabilities of different
outcomes are not known is more difficult but is still a subject
of considerable analysis. These issues are discussed further in
Chapter 2.

One criterion for decision making under extreme uncer-
tainty is the “minimax™ criterion (sce Chapter 2). which in-
volves selecting the strategy that minimizes the worst
outcome. Its basis is similar to that of Rawls’s criterion for
justice. It recommends avoiding those strategies that could
generate the worst outcomes. The minimax principle bears
some resemblance to the precautionary principle expressly in-
cluded in the Convention in Article 3.3. which provides that

The parties should take precautionary measures to antici-
pate, prevent, or minimize the causes of climate change
and mitigate its adverse effects. Where there are threats of
serious or irreversible damage, lack of full scientific cer-
tainty should not be used as a reason for postponing such
measures, taking into account that policies and measures to
deal with climate change should be cost-effective so as to
ensure global benefits at the lowest possible cost.

A philosophic and economic examination of risk bearing.
including the maximin principle. may provide insights rele-
vant to the application of the precautionary principle. The
maximin criterion is, however, rather conservative because it
takes into account only the worst outcome and not the nature
of the other outcomes from a strategy. In practice, climate
change is not a situation of total ignorance — we have some
idea of plausible outcomes and their relative probability. This
increascs the appropriateness of approaches based on subjec-
tive probabilitics, combined with an appropriate measure of
risk aversion to reflect the cost of bearing risk (as outlined in
Chapter 2).

Climate risk is an equity issue for several reasons. There
are good reasons to believe that the distribution of the cost of
risk bearing is very uneven. First of all. industrialized coun-
tries have. in general, better insurance markets. This means
that individuals in those countries can reduce their cost of risk
bearing substantially (but not completely. partly because
global warming is a collective risk und partly because of the
incompleteness of markets). These possibilities are not open
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to most individuals in developing countries. and they there-
fore have a higher cost of risk bearing. Second, the cost of risk
bearing may be much higher in some developing countries
than in industrialized countries because of the nature of the
impacts. For example, when considering sca level rise, a range
from 20 cm to 60 ¢cm may imply a quite low cost of risk bear-
ing in a country like the U.S., and the expected damage would
be a good proxy for the total cost of sea level rise. For a coun-
try like Bangladesh, however, the difference between 20 cm
and 60 ¢cm may mean a substantial difference in utility, which
is not accounted for in the expected damage. Thus the cost of
risk bearing in Bangladesh is much higher than in the U.S.

The same holds true for countries that may be threatened
by increases in both the frequency and the severity of
droughts. The variation in utility will probably be much
greater than the variation in actual damages among different
outcomes, and therefore the cost of risk bearing will be high.
In the absence of empirical studies on the cost of risk bearing
the values involved are highly uncertain, but the nature of the
conclusions seems reasonable.

3.4.4 Policy implications

Most of the discussion of the economic and equity aspects
of climate change tmpacts has focussed on the “expected”
changes over time and between and within countries. But un-
certainties combined with irreversibilities — both in abatement
and in impacts from climate change — make the issue of risk
bearing also of great importance. Analysis is technically diffi-
cult but not impossible, and more study is needed. For exam-
ple, the combination of the idea of basic needs and risk
bearing could have far-reaching implications. If we accept
that individuals have the right to some basic goods - food.
shelter, access to environmental resources — and if emitting
greenhouse gases threatens the availability of these basic
goods, then those responsible for the emissions should be pre-
pared to protect potential victims against losing the right to
basic goods.

The Framework Convention on Climate Change mentions
the concept of insurance in Article 4.8, which provides that

Parties shall give {ull consideration to what actions are
necessary under the Convention. including actions related
to funding. insurance and the transter of technology to
meet the specific needs and concerns of developing coun-
try Parties arising from the adverse effects of climate
change and/or the impact of the implementation of re-
Sponse measurcs.

In addition, Article 4.4 provides that the developed country
parties must “assist developing country Parties that are partic-
ularly vulnerable to the adverse effects of climate change in
meeting the cost of adaptation to those adverse effects.”

This is a specific example. but at least two general conclu-
sions can be drawn from the above discussion:

()

It is necessary to include the cost of risk bearing in any
equity discussion related to global warming. In particu-
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lar, estimates of the costs of impacts should also include
this cost component in addition to expected cost.

(2) Policy should seek to establish appropriate global insur-
ance against impacts from climate change.

The appropriate form of insurance is not a simple matter,
however. The characteristics of climate change discussed
above lead to particular requirements for approaches to insur-
ance, some economic principles of which are summarized in
Chapter 2.

Also relevant is the fact that there are three broad types of
costs that may be incurred in coping with climate change:’

(1) costs related to preparation (or protection) to minimize

the potential impacts of climate change, for example.

through the construction of sea defences, improved wa-

ter storage or water transfer capabilities, or changing the

kinds or diversity of crops

(2) costs arising directly as a result of changes in the re-
source base (e.g., loss of land to the sea, other loss of
agricultural land) and the social costs that may follow
from this (Suliman, 1994)

(3) costs caused directly by extreme events, such as freak
storms and droughts — which can be considered a com-
ponent of both 1 and 2

Although the underlying equity issue of who should pay is
similar in each case, some of the practical issues differ. Even
if there is agreement on the underlying equity principles, ma-
jor practical differences and disputes may arise because of all
the uncertainties surrounding climate change. General protec-
tion measures (type | costs) have multiple benefits, and views
will differ on the extent to which they should be funded pri-
marily on the basis of concerns about climate change. It is
likely that victims of changes in the resource base (type 2) and
extreme events (type 3) will attribute their suffering to hu-
man-induced climate change more readily than those respon-
sible for the emissions. This raises important issues about fair
processes for deciding about the probability of events being
tied to human-induced climate change, which none of the lit-
crature addresses explicitly.

The different nature of these costs has also led to different
proposals about how to tackle them. Notably, there have been
suggestions (for example, in the Toronto Conference, 1988
and the Beijing Declaration, 1992) for a “climate fund” to
help developing countries pay for protection measures of type
1. International funding of such measures can be considered
both as a matter of equity and as a way of reducing overall
risks.

Also. the Alliance of Small Island States (AOSIS) has pro-
posed creating an insurance pool to provide some cover
against the impacts of sea level rise and associated salt intru-
sion and storm surge damage. This was elaborated as a pro-
posed annex to the dratt Climate Convention but removed at
late stage under pressure of the Rio deadline, and is discussed
by Wilford (1993). AOSIS proposed that the insurance pool
be created with international funding from governments. Two
precedents are noted:
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« The 1971 International Convention on the Establish-
ment of an International Fund for Compensation for Oil
Pollution Damage, which is funded by agreed levies on
oil importers.

« The 1963 Brussels Supplementary Convention (an OECD
agreement, amended by a 1964 protocol) to the 1960
Paris Convention on Third Party Liability in the field
of Nuclear Energy. This is funded half on the basis of
GNP and half on the basis of nuclear capacity.

The draft Insurance Annex to the Framework Convention
on Climate Change proposed, by analogy with the nuclear
precedent, that funding be based on a combination of GNP
and CO, emissions. The latter component was suggested both
on grounds of responsibility and to give an incentive to limit
emissions.

The main criterion for entitlement to claim put forward in
the draft annex was proved loss attributable to sea level rise,
including storm surges. There is no reason why such an insur-
ance pool should not, in principle, be available for countries
other than small islands and for damage other than sea level
rise. It would appear more equitable to extend the scope of
such a fund to insurance against all kinds of climate impacts,
though determining cause and effect may be more difficult in
cases other than sea level rise. The literature does not appear
to explore this issue, nor "oes the question of compensation or
other support for other kinds of climate coping appear to have
been explored more fully, though some elements are implicit
in the more general economic treatment of insurance (see
Chapter 2).

3.5 Distributing Future Emis- ions and
Abatement Costs

3.5.1 Introduction

Issues of how future emissions (or abatement efforts) should
be allocated, and who should pay for abatement, form some of
the most contentious equity issues in climate policy. As noted
above, the two questions are closely intertwined. In the ab-
sence of separate international transfers associated with
abatement, the initial distribution of emission constraints will
largely determine the distribution of costs. Much of the liter-
ature has focussed on the question of future emission allo-
cation, but some of it has addressed more directly the
distribution of costs. This section considers. first, issues
which are common to both topics, and then, in turn, some of
the specific proposals for fair allocation of emissions and
abatement costs.

The applied research literature on these questions — relat-
ing specifically to climate change policy — is limited com-
pared to that on climate science, impacts. or the economics of
responses. There are many short articles and statements of po-
sitions made in newspapers, newsletters, “nonpapers’ at ne-
gotiating sessions. and similar documents, and also some
important official declarations developed through extensive
discussions to reflect consensus positions among groups of
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countries (e.g.. the Beijing Declaration and various regional
statements). Also. the UNCED agreements themselves con-
tain innumerable references related to equity. Most of this
discussion is cast in developed/developing country terms, with
important additions concerning the interests of particular groups.

This section attempts to reflect this material, although rec-
ognizing the impossibility of ensuring comprehensive cover-
age and drawing heavily on the limited deeper analysis of
international equity issues in the more conventional academic
literature of books, substantive reports, and articles in peer-
reviewed journals. Interestingly. of those who have con-
tributed such analyses, few are professionally employed as
academics in the discipline which might seem to be of great-
est direct relevance — moral philosophy.

3.5.2 Principles for shorter-term action

In approaching the topic it is useful to distinguish short-term
from long-term allocation issues. In the long term, decisions
will have to be taken - by design or default — about the overall
allocation of greenhouse gas emissions. The appropriate allo-
cation depends on the conception of equity, and different ethi-
cal approaches may have very different implications, But in
the short term, the position is simpler. All ethical systems, and
all the applied literature, appear to point in the same direction.
As Shue (1992) has put it:

Even in an emergency one pawns the jewellery before sell-
ing the blankets. . . . Whatever justice may positively re-
quire, it does not permit that poor nations be told to scll
their blankets {compromise their development strategies|
in order that the rich nations keep their jewellery {continue
their unsustainable lifestyles].

The Framework Convention on Climate Change certainly
requires that developed country partics take the lead in com-
batting climate change and its adverse effects. It also recog-
nizes that the extent to which developing countries implement
their commitments under the Convention depends on the cf-
fective implementation by the developed country partics of
their commitments to transfer financial and technological re-
sources and must fully take into account that, for the develop-
ing countries, economic and social development and poverty
eradication are the first and overriding priorities. These provi-
sions flow from the Convention’s principle of common but
differentiated responsibilities and the parties’ respective capa-
bilities, rather than being predicated on the rich countries™ un-
sustainable lifestyles.

The obscrvations about what is not fair in the initial distrib-
ution of emission obligations extends to other measures of
abatement effort. In particular. some earlier and overly simpli-
fied economic studies assumed that a uniform carbon tax, as
an indicator of abatement effort. would distribute the “bur-
den” cqually, fairly, and efficiently. None of these three sup-
positions has stood up to closer scrutiny in the literature:

« A uniform carbon tax would not impose equal burdens
on different countries because of differences in existing
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tax structures (Shah and Larsen. 1992), resource endow-
ments (Rutherford, 1993), and stages of development.

» Even in a scheme involving “equal burdens.” most ob-
servers argue that a uniform carbon tax would not he
fair because of the many differences outlined in Section
3.3, notably differences in historical and current emis-
sions and in current wealth and consequent priorities.

« A uniform tax would also be Parcto-ineflicient in the
absence of optimal international lump-sum transfers,
because of the differing marginal utilitics between
countries at different stages of development combined
with the “global commons™ characteristics of climate
change (Chichilnisky and Heal. 1994). In similar argu-
ments, Uzawa (1994) suggests differentiated carbon
taxes as an cquitable and efficient approach.

The literature thus demonstrates a degree of consensus about
relative responsibilities and equitable directions of response
in the short term and some clements of what would not be eq-
uitable in longer-term allocations.

A more difficult debate about cquity in short-term re-
sponses concerns how to share efforts within the industrial-
ized world. Clearly, the cost of reducing emissions by a given
amount varies between countries. Factors that can increase
the costs of reducing energy-related emissions from a given
baseline date include population growth. development based

heavily on domestic low-cost resources, or a starting point of

low per capita emissions due to relatively lower cconomic de-
velopment or an already carbon-free electricity system. One
recent study, for example, claims that these factors would
make emission reductions in Australia and New Zealand more
costly than for many other OECD countries (Chisholm and
Moran, 1994). Although the results of any specific modelling
studies need to be treated with caution because of the inherent
uncertainties and scope for biasing assumptions towards na-
tional interests. there is no doubt that there are complex issues
of fair burden sharing among OECD countries that the next
stage in negotiation will have to start addressing.

This debate could be usefully illuminated by some of the
broader literature about longer-term principles for burden
sharing. For beyond the short term., and in the attempt to de-
velop more precise allocation principles., there is a far wider
range of perspectives. which derive from a range of cthical
approaches. We consider first some of these underlying ethi-
cal assumptions. and then consider more specific proposals
for allocation of future emission entitlements and abatement
COsts.

3.5.3 Longer-term allocation: Underlying principles

General cthical principles underlying discussions about fair
allocation fall into several categorics. Several authors have
sought to classify and in some cases critique equity principles
applied to this question. Those attempting a fairly broad cov-
erage include d"Arge (1989), Rose (1990), Young (1990),
Grubb et al. (1992), Rose and Stevens (1993), Ghosh and
Jaitly (1993). and Bhaskar (1993). Most focus upon direct na-
tional emissions, though Fermann (1993) also raises questions
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about assignment of emissions in traded goods. Rose (1990
and Rose and Stevens (1993) provide a very different list of
allocation categories. The latter translate these to operational
rules and model their impacts, though the criteria themselves
comprise a mix of outcome, process, and nondistributional ¢l-
ements that are not always clearly defined, and some of which
could overlap. Simonis (1994), amongst others, relates some
simple rules to previous agreements. Some of the principles
sketched here are in part an attempt to formulate more spe-
cific interpretations of utilitarianism, as well as to apply alter-
native or complementary ethical frameworks.

3.5.3.1 Egalitarianism

This reflects the underlying parity principle that each human
being should have equal rights, in this case with respect to ac-
cess to common global resources. It underlies several specific
proposals considered in the next section. The Convention
notes that the per capita emissions of developing countries are
relatively low, but its substantive provisions do not propose
cqual per capita emissions as a prescriptive criterion for emis-
sion entitlements.

3.5.3.2 Buasic needs and Rawlsian criteria

A basic needs approach in the present context involves allow-
ing countries the right to emit the minimum levels of green-
house gases needed to meet the basic needs of their citizens,
defined as the minimum consumption levels needed to sup-
port full participation in society, and then requiring countries
to buy (or pay taxes on) the rights to emission levels above
these. It would perhaps be close to the allocation of emission
permits according to population, although basic needs could
vary from country to country depending on climate and other
matters. Chichilnisky (1977) introduced, formalized, and de-
veloped empirically the idea of development aimed at satis-
faction of basic needs while creating a society intrinsically
compatible with the environment.

This approach can be related to a Rawlsian philosophy. Al
an absolute minimum it suggests that developing countries be
left at least as well off under an emissions control regime s
they would be in its absence: a stronger interpretation is that
the regime should be used specifically to improve their posi-
tion (Benestad, 1994).

The only quantitative target in the Convention requires de-
veloped country parties to aim to return their emissions of cur-
bon dioxide and other greenhouse gases not controlled by the
Montreal Protocol to 1990 levels by the end of the decade.
This objective, which is difficult to regard as a legally binding
commitment, applies a uniform target based on historicul or
current emissions, and is often referred to as the “grandiu-
thered emissions” approach (Bodansky, 1993). Developed
country parties with economies in transition are allowed "
certain degree of flexibility” with implementation of th
obligation. Developing countries are not required to limit
their current emissions. and the Convention’s preamble recog-
nizes that developing countries’ emisstons will grow to meel
their social and economic development needs. These provi-
sions could implicitly support some kind of concept of basic
needs emission entitlements, varied according to national ir-
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cumstances. However, it is important to bear in mind that the
Convention’s negotiators could not agree on the bases of pres-
ent and future entitlements to emissions (Bodansky, 1993).

The Convention does not, therefore, preclude the relevance of

the basic needs approach to future discussions about emis-
sions entitlements.

3.5.3.3 Proportionality and polluter-pavs principle
Proportionality reflects the ancient Aristotelian principle that
people should receive in proportion to what they put in and
pay in proportion to their contribution to damage caused. This
idea has a clear potential relationship with the polluter-
pays principle, which is formulated as a principle of economic
efficiency. In the context of international pollution, this prin-
ciple can be interpreted in a number of ways, as discussed
below.

3.5.3.4 Historical responsibilities

Many authors consider that allocation should be strongly in-
fluenced by the patterns of past emisstons. This has been a
particularly persistent theme in debates between developed
and developing countries. Hyder (1992) draws together sev-
eral of the underlying rationales in expressing the perception
of many developing countries:

It is difficult for most of the developing countries to accept
the proposition that they should enter into commitments
which would adversely bind them, either now or later on,
for the sake of a problem caused by the developed coun-
tries — who neither wish to equitably share the remaining
emission reserves in the atmosphere, nor to share (even in a
small way) the benefits and resources that they have built
up by plundering the world’s greenhouse gas reservoir ca-
pacity.

This statement illustrates that several issues are involved in
the general assertions about historical responsibility: owner-
ship of the emissions potentially responsible for transbound-
ary impacts, prior use of a finite stock (the atmosphere), and
current monopolization of the benefits derived from these ac-
tivities.

3.5.3.5 Comparable burdens and abiliry to pay

Another general approach to emission allocation is based on
the sentiment, frequently stated but not subjected to more de-
tailed analysis, that allocation should affect all countries simi-
larly or involve “comparable burdens™ or “sharing the effort
equally.” This is not to imply that countries should incur the
same monetary costs (e.g.. per capita). Some conceive of it as
a fixed proportion of GNP (Burtraw and Toman, 1992), others
in terms of a more general measure of ability to pay. including
some measures that are more complex (e.g.. the UNDP's Hu-
man Development Index or the Physical Quality of Life Index
noted below in Section 3.5.5.6).

The Convention’s principle of common but differentiated
responsibilities and respective capabilities embodies elements
of proportionality and historical responsibility as well as the
comparable burdens/ability-to-pay approach.
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3.5.3.6 Willingness to pay

Another principle is simply that countries should bear costs
based on what they are — or objectively “should™ be — willing
to pay. given the potential damages they face from climate
change. According to this principle, contributions should be
determined by a combination of ability to pay (reflecting cur-
rent wealth) and national benefits gained in terms of reduced
climatic stresses and level of gencral concern about climate
change.

This approach retlects the principle of welfare economics
that subjectively perceived benefits ought to affect the distrib-
ution of burdens (and hence allocations). Dorfman (1991)
draws the important distinction that for a common property
resource (degradation of the atmosphere), willingness to pay
should be based not on how a country values a given reduc-
tion in its own emissions, but instead. how much 1t would
value a reduction in world-wide aggregate emissions. Pre-
sumably those valuing such reductions to a greater extent
should be more willing to abate. This basically accords with
Kant’s categorical imperative. which states that one should
act as if the maxim of one’s act were to become a universal
law of nature. Barrett (1992) analyzes an idealized application
of this Kantian rule for abatement.

One concern is that this could lead to a situation of “victim
pays,” though in the greenhouse case the wealthiest countries
may be both the greatest polluters and the most willing to
pay. At present an intractable difficulty is the lack of knowl-
edge concerning the regional impacts of climate change.
and in practice such a criterion would imply piccemeal negoti-
ations in which each country had an incentive to underesti-
mate the potential damages from climate change. and overes-
timate the costs of abatement, to obtain a lax allocation for
itself.

3.5.3.7 Applications of distribution theory in

welfare economics

A very large welfare economics literature exists on the distrib-
ution of income within countries, and clearly there is limitless
practical experience on how countries handle distribution is-
sues. It is an interesting question whether and how any of this
analysis and expertence should be brought to bear on the issue
of climate change. None of the climate change literature at
present appears Lo attempt this.

3.5.3.8 Conclusions

The various approaches outlined offer general criteria. which
have been most widely raised in the context of wealth and
other difterences between developed and developing coun-
trics, but which can in principle be extended to reflect other
differences. Although complex. the provisions of the Conven-
tion are consistent with or reflect a number of these ap-
proaches. Neither the Convention nor these approaches.
however. give specific rules to determine a unique, maximally
equitable allocation of emission entitlements or abatement
costs. We turn now o consider specific. equity-based propos-
als for allocating future emissions and/or abatement costs.,
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3.5.4 Specific emission allocation proposals

This section considers proposals for fair distribution of emis-
sions — and by implication abatement effort — separated from
any substantive financial transfers related to climate change.
The subsequent scction then considers other approaches
which consider directly the question of “who should
pay” abstracted from the question of distribution of emis-
sions.

There are three reasons for dividing the issues in this way.
First, it provides a uscful way of classifying the literature.
Second, it provides an analytically clear delincation that may
help to remove some of the confusion in understanding the lit-
erature. Much of the cconomics literature assumes that an in-
ternational market — mediated by large international transfers
to produce a global least-cost response — exists or will natu-
rally come into being. This debatable assumption explains
much of the division between economic and other perspec-
tives. Third, by the same token, it provides a politically useful
clarification. Many are skeptical of the prospect that an inter-
national fund, with payments through it on some equitable ba-
sis in support of a globally optimal response. will in reality
cver be created, and this explains much of the fear about in-
cquitable global responses. Focussing initially on allocation
in the absence of separated big international transfers helps to
clarify these issues.

3.5.4.1 Ad hoc proposals

Various ad hoc allocation schemes have been proposed.
Krause et al. (1990) suggest that an overall cumulative limit
for emissions of 300 GLC over the period 1985-2100 be estab-
lished and divided equally among the current industrialized
and developing countries. The general characteristics of this
allocation arc argued to be cthically appealing — it requires
substantial cutbacks from the industrialized world and allows
for some interim growth for developing countries — but no
more detailed division is offered and no more formal justifica-
tions for a 50:50 aggregated division of future emissions are
presented.® Westing (1989) suggests land area as a basis for
allocation, but without any particular justification and with
some perverse consequences (Grubb er al., 1992).

More widely suggested is some proportion of GNP: Wirth
and Lashof (1990) and Cline (1992). for example, suggest that
this could be a component of an allocation on the grounds that
carbon emissions are partially tied to economic activity. One
difficulty is that the relationship is quite variable between
countries for a variety of reasons, and pure GNP allocation
faces the objection that on its own it would directly reward the
richer countries, thus exacerbating inequalities (especially
since poorer countries generally have lower GNP/carbon ra-
ti0s). There could also be technical ditficulties associated
with definitions and manipulation of GNP comparisons
(Grubb, 1989).

3.5.4.2 Equal per capita entitlements

The most widely cited specific proposal for allocation in the
literature is that derived directly from egalitarianism, suggest-
ing that all human beings should be entitled to an equal share
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of the atmospheric resource. This takes two general forms.
with minor variations.

Equal contemporary entitlements — allocation in propor-
tion to national population — is proposed by Grubb (1989),
Bertram et al. (1989), Bertram (1992), Epstein and Gupta
(1990), and Agarwal and Narain (1991), among others. The
net effect in all cases would be to give developing countries,
with much lower per capita emissions, a substantial excess en-
titlement, whereas the industrialized countries, with emis-
sions well above the global average, would have a deficit.

The major objections are raised partly on ethical and prac-
tical “‘comparable-burden” arguments (since this approach
would imply a huge adjustment burden on developed coun-
tries, to which they are unlikely to agree) and partly on
grounds of concerns that such allocation might “reward” pop-
ulation and population growth. Proponents tend to argue that
any such effect would be negligible compared to other factors
influencing population; but to avoid any inducement to popu-
lation growth, Grubb (1989) suggests that allocations should
be restricted to population above a certain age. This has been
criticized for “discriminating against children” (though, like
all international allocation proposals, it says nothing about
distribution within countries). Grubb er al. (1992) note
wider range of possibilities for avoiding any incentive to pop-
ulation growth, including “lagged” allocations (where the
allocation for a given year corresponds to the country’s
population a specified number of years before that date) or al-
locations apportioned to a fixed historical date or including un
explicit term related inversely to population growth rate.

The second general form of equal per capita entitlements
involves several proposals for equal historical or stock entitle-
ments. Fujii (1990), Ghosh (1993) and Meyer (1995) propose
that everyone should have an equal right to identical emis-
sions, regardless of country and generation. Ghosh (1993) ur-
gues that this can be derived from a range of diverse ethical
principles including Rawlsianism, traditional utilitarianism.
and even libertarianism.® The general justifications for histor-
ical responsibilities in various forms are discussed further
below. Grubler and Fujii (1991) and Meyer (1995) have
developed detailed systems of accounts involving intergener-
ational transfer of the responsibility for past excess per capita
emissions by the industrialized countries, with the former
allowing for progressive absorption of past emissions: den
Elzen er al. (1993) apply the idea with an energy model o
total carbon budget defined over 1800-2100. All these studies
indicate that the industrialized countries have “overused” the
atmosphere in the past, and in most such approaches have
built up a large “debt” whereas the developing countrics are in
“credit.”

Solomon and Ahuja (1991) propose that allocations should
be based on “national historical per capita emissions™ — the
“natural debt” index as introduced by Smith and discussed in
Section 3.3.3.1 above — but do not elaborate quite what this
means in terms of emission allocation. (Smith’s own applicu-
tion of the “natural debt” concept is in terms of obligation w
pay and is discussed in Section 3.5.5.5 below.)

Egalitarian allocation, in either the contemporary or histor-
ical form, would be compatible with some of the more general
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principles noted above (such as Rawlsian and basic needs) but
not others (such as comparable burdens and willingness to

pay).

3.5.4.3 Status quo

At the opposite end of the spectrum, Young and Wolf (1992),
for example, have suggested, but not necessarily advocated,
an alternative principle for emission allocation based on the
“status quo.” According to this view, past emitters should not
only be held harmless but their current rate of emissions
would constitute a status quo right established by past usage
and custom. Analogies are drawn with the common law prin-
ciples of adverse possession, such as “squatter’s rights.”
Ghosh (1993) rejects this argument emphatically, stating that
“pollution rights have no common law sanction.”

International law has allowed a state to establish preferen-
tial rights to fisheries, a natural resource that is otherwise a
common, limited resource, where another state has recog-
nized that state’s long-established use and its particular
economic dependence on that resource. Although the law con-
cerning the allocation of fisheries cannot be transposed to
the climate change context, it is conceivable that the general
principles of equity could be invoked to justify developed
countries’ use of the climate system at present day rates,
particularly in the absence of challenges to such use from de-
veloping countries (Yamin, 1994). Yamin notes that an impor-
tant general equitable principle in this regard is the principle
of “estoppel,” which, according to Franck and Sughrue
(1993), “imposes a duty on States to refrain from engaging in
inconsistent conduct vis-a-vis other States” and suggests that
a failure by developing countries to contest present levels of
emissions of developed countries could later come to be con-
sidered as an implicit acceptance by them of the right of de-
veloped countries to such emission levels (Yamin, 1994),

A strict status quo allocation — proportionate to current
emissions — would violate all the more general principles out-
lined in the previous section. In fact, no one in the literature
appears to advocate strict status quo as an equity principle in
its own right. It has, however, received widespread reference
as a basis or starting point position from analysts taking a
pragmatic or game-theoretic approach (e.g., Barrett, 1992), in
that it is the default allocation that would arise in the absence
of agreement. It is also the only specific allocation basis
which does not automatically impose big burdens on the in-
dustrialized countries. In such treatments the ethical basis,
where considered, is usually referred back to concepts of
equal burdens. It should be emphasized that in this context
status quo is not a static concept, but rather can refer to start-
ing from a baseline of what emissions would have been in the
absence of abatement. It could thus allow for more rapid
growth from developing countries.

3.5.4.4 Mixed systems and conclusions

The number of specific, single-criterion proposals for emis-
sion allocation is thus rather limited. A comparative study by
Burtraw and Toman (1992) also considers just the two main
dimensions of cqual per capita entitlements and equal per-
centage cuts. There are many other proposals that approach
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the question directly in terms of “who should pay,” and these
are considered below. Before turning to them, we shall touch
on an emerging theme in the literature, the possibility of com-
bining ditferent criteria.

Wirth and Lashot (1990) propose allocations based on an
equal (50:50) mix of population and GDP, and Cline (1992)
proposes an alternative allocation which consists of a
weighted combination of population. GNP, and current emis-
sions.

A form in which historical contributions are considered as
a determinant of emissions allocation, other than historical
egalitarianism, is a scheme examined by Grubler and Naki-
cenovic (1991) in which countries have to cut back from cur-
rent levels in direct proportion to their responsibility for past
increases. In a sense, therefore, this is a mixed system. In re-
quiring cutbacks from all countries — albeit more from the
richer countries — it is probably inconsistent with the other
principles sketched in the previous section (though modifica-
tions could be considered to address this).

Grubb and Sebenius (1992), supported by Shue (1993), ex-
amine a mixed system in more detail, and an almost identical
formulation was proposed independently by Welsch (1993).
These authors suggest an allocation which links egalitarian
and status quo/comparable burden principles by combining
population and current emission factors. They do not, how-
ever, specify an equal weighting of these components. Rather,
they argue that the weighting accorded to population should
increase over time towards a purer per capita allocation.
Grubb and Sebenius suggest that the weighting would have to
be determined through negotiation, the outcome of which
would partly reflect the strength of the competing equity argu-
ments employed. Welsch (1993) proposes a 50-year transition
from current emissions in the year 2000 to per capita alloca-
tion in the year 2050 and presents sample calculations of the
distribution of costs this could involve.

The various allocation proposals present an apparently
confusing array. Paterson (1994/1996) sceks to trace cach of
the main approaches back to different theories of international
ethics. Grubb (1995) suggests that the single-criterion ap-
proaches can be grouped in terms of two main “focal™ ap-
proaches: equal per capita allocation, which subsumes the
more general Rawls/Beitzian and basic needs principles, and
approaches related to the status quo, which subsume the prin-
ciples of willingness to pay and comparable burdens. These
focal approaches could be identified broadly with developing
and devcloped country preferences respectively, but in reality
all the longer-term proposals defy simple delineation along
such lines.

3.5.5 Proposals for distributing abatement costs
including international transfers

The proposals in the previous section focussed on “fair”™ ap-
proaches to distributing emission “entitlements.” Financial
transfers were considered only insofar as they might arisc
from exchanging these entitlements. Most analysts. however.
suggest that both equity and efficiency considerations create a
case for large international resource transfers as part of any
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regime for substantial reductions in greenhouse gas emis-
sions.

Three main approaches have been taken to consider how
such transfers might occur and how large they should be.

3.5.5.1 Transfers on the basis of the Climate Convention

One is based upon the principles outlined in the Framework
Convention on Climate Change. With respect to paying for
abatement, the Convention effectively divides the parties into
three groups. Annex | countries (all the industrialized coun-
tries) are expected to bear their own abatement costs. Those
also listed in Annex [l (industrialized countries minus those
with economies in transition) agree, in addition, to fund the
efforts of the third group, the developing countries. The Con-
vention states that Annex I1 countrics “shall provide new and
additional financial resources to meet agreed full costs in-
curred by developing country Parties™ in preparing reports un-
der the Convention (Article 12), and “shall also provide such
financial resources, including for the transfer of technology,
needed by the developing country Parties to meet the full in-
cremental costs of implementing measures that are covered by
paragraph 1 of Article 4 and that arc agreed [between that
country and the funding agencyl.”

This wording is very delicate. Exactly how the term
“agreed full incremental costs™ is to be interpreted, and just
who has to agree and how, are questions that are exercising
the minds of experts in many different countries and institu-
tions and that raise both process and outcome cquity issues in
their own right. Some of these issues will need to be ad-
dressed by the Convention’s Conference of the Parties.

In addition to using the Convention’s financial mechanism
to channel the financial and other resource flows, a number of
countries have proposed using its provisions on joint imple-
mentation to permit an additional avenue of funding and tech-
nology to assist abatement cfforts in developed and de-
veloping countries. The concept of joint implementation via
offset investments in thivd countries and the concept of trad-
able permits or “entitlements.” which are the subject of stren-
uous debate at present, are considered further below.,

3.5.5.2 Transfers determined by emission allocation and
tradable entitlements
A sccond approach to international transfers is to let them be
generated directly by determining a fair initial allocation, and
allowing these “entitlements™ to be traded (UNCTAD, 1992).
The initial allocation would be the principal means of de-
termining resource transfers. Since most of the atiocation pro-
posals noted above would give poorer countries entitlements
greater than their needs. and leave richer countries with a
deficit, this would generate a transfer of resources to the
poorer countries. The “outcome™ equity issues involved thus
parallel those noted above in discussing emission allocation.
Indeed. many of the specific allocation proposals noted were
only advanced in the context of their being initial endow-
ments for such a tradable entitlement system. on the grounds
that this would not only be more efficient but would also be
the only feasible way of introducing allocations radically dif-
ferent from current emission patterns.
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A number of concerns have been raised about the practical
and legal aspects of such systems, including their possibic
fairness in operation without institutional safeguards. Several
analysts, including both those supporting and those opposing
tradable entitlement schemes, have raised concerns about the
legal and equity implications of allowing countries to sell for-
ever a “right” to emit (Yamin, 1993a). For this reason, it has
been proposed that entitlements should be either leasable
(Grubb, 1989; Agarwal and Narain, 1991) or issued with a fi-
nite lifetime (probably overlapping) and reissued periodically
according te the agreed allocation scheme (Bertram, 1992
Grubb and Sebenius, 1992). Negotiating and overseeing any
such system would also involve a range of other process cq-
uity issues parallel to those considered below.

3.5.5.3 Direct payment accountability approaches

The third approach is to seek a basis to determine dircctly
“who should pay” for abatement, rather than treat this as a
consequence of future emission allocations. To a large extent
the general equity issues involved parallel those involved in
considering fair emission allocations, with ideas based, for
example, on interpretations of Rawlsian criteria, equal bur-
dens, and willingness to pay. But the limited literature ad-
dressing the question in this form places relatively more
emphasis on two other components: responsibility for emis-
sions (often including past emissions) and ability to pay for
abatement. Smith er al. (1993) draw this distinction directly in
terms of indices of historical responsibility and ability to pay.
Grubb (1990) draws a more general distinction between re-
sponsibility-based and burden-based criteria.

3.5.5.4 Polluter-pays principle

A general basis for responsibility may be considered in terms
of the “polluter-pays” principle. The OECD formally adopted
a form of polluter-pays principle in 1974 as a guide 1o cnvi-
ronmental policy. It noted, in particular, that the costs of re-
ducing pollution

should be reflected in the cost of goods and services which
cause pollution in production and/or consumption. Uni-
form application of this principle . . . would encourage the
rational use and the better allocation of scarce environmen-
tal resources and prevent the appearance of distortions in
international trade and investment. (OECD Council. 14
November 1974 C(1974) 223, Paris, 1974)

The essential concern of this principle is that polluters should
bear the costs of abatement without subsidy. The principle
does not explicitly state that all emitters of a common pollu-
tant should pay in proportion to their emissions, and. in fuct.
the literature seems remarkably opaque about how the princi-
ple should be applied in a context like climate change. The
principle clearly points towards responsibility-based rather
than burden-based criteria, proportional in some way to cimis
sions: The polluter should pay, but on what basis, who should
receive how much, and for what purposes?

A critical distinction that is rarely clarified is whether the
principle applies to gross payment or net payment. Burtraw
and Toman (1992) assume that it applies to net payments. so
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that each country should pay for abatement in proportion to its
contemporary emissions. This, they note, would be “regres-
sive against national income, a characteristic that is bound to
spark developing country opposition,” and Chichilnisky and
Heal (1994) and others have pointed out that such allocation
of payment may be neither efficient nor fair. Other authors as-
sume that the principle means that gross payments should be
proportional to emissions, leaving how the resulting revenues
should be distributed as a separate question of efficiency and
equity. They also consider different bases for payment, which
we discuss next.

3.5.5.5 Historical responsibility and natural debt

Smith et al. (1993) propose that responsibility for paying
should be determined on the basis of the “natural debt” index
described in Section 3.3.3.1, namely, in proportion to total cu-
mulative emissions since a specified date. Because this prin-
ciple, in itself, would result in all countries bearing some
responsibility for paying (though very much less for develop-
ing countries), they suggest a lower threshold for “basic
needs” emissions. This suggestion is consistent with the argu-
ments of Agarwal and Narain (1991) and others.

The principle of using cumulative historical emissions di-
rectly as a component in determining payment (or future
emission allocations) is considered by these authors as a nat-
ural and important matter of equity. and many others also ar-
gue the central equity importance of historical emissions in
more general terms. Some of these authors recognize a variety
of potential practical difficulties, such as how far back the
emission estimates should go; whether the natural decay (re-
absorption) of emissions should be taken into account and, if
so, how; which gases should be included. given the highly
variable quality and in some cases complete absence of data;
and how to relate the emissions to scale (e.g., cumulative pop-
ulation — and, if so, how defined — or current population, etc.).
In part this reflects different potential definitions of the “nat-
ural debt” concept. However, at the same time as espousing
the Fujii formulation of intergenerational egalitarianism,
Ghosh (1993) criticizes the “natural debt” concept as a basis
of historical responsibility on the grounds that it is an abstract,
environment-centred focus which “does not acknowledge re-
sponsibility to others for one’s actions [and] does not relate to
fairness across human beings.”

Historical responsibility as an cquity principle has strong
support in the literature and politically in developing coun-
tries (see. for example, the quotation from Hyder in Section
3.5.3.4). However, Young (1990) and Grubb et «l. (1992) note
three counterarguments about the equitability of what Grubb
et al. characterize as “making present generations pay, by
virtue of their geographical location, for the activities of pre-
vious generations” in that country. According to this view:

« Past generations were largely unaware of the conse-
quences of their actions and had no incentive to limit
emissions (this issue has some analogies with the issue
of strict versus fault-based liability in legal regimes).

« Itis not always clear who has benefitted from historical
emissions. given that the patterns of production. trade.
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consumption, and migration shift over time and arc in-
tricately interwoven. In some cases boundary changes
could also create major difficultics for allocating past
emissions to current states (as with recent changes in
Eastern Europe).

« Although development has gencrally bequeathed the
greatest benefits to descendants in the same country, im-
portant benefits have spread much more widely. Posi-
tive externalities associated with development (e.g..
accumulated knowledge) as well as negative ones (such
as pollution) can be transmitted both internationally and
intertemporally. !9

In response to some of these criticisms, Smith et al. (1993)
defend historical responsibility on the grounds that “we are
asking the present generation to take responsibility for the fu-
ture. . .. If we dismiss historical responsibility, what is to keep
the next generation from doing so?" Or. as Hayes (1993) puts
it in the same volume, “the current generation of leaders can-
not disavow its obligation to pay off its natural debt . . . at the
same time as it claims to be adopting the principle of intergen-
erational equity.” Ghosh also rejects objections to historical
responsibility as partly inaccurate' but mostly irrelevant to
the Fujii principle of equal historical per capita entitlements,
since the Fujii principle is based not on fault, blame, or com-
pensation but on an egalitarian principle of access.

These viewpoints, and the different elements noted in the
quotation from Hyder above, illustrate several different di-
mensions to the debate about historical responsibility. A clear
statement by Bhaskar (1993) links several of these themes and
lays the prime emphasis on the fact that

the current generation [in developed countries| are the
prime beneficiaries of resource transfers from previous
generations. . . . Developing countries have a claim to part
of the transfers, simply because they were made possible
by the excessive use of global environmental resources in
previous generations in the developed countries. . . . If the
current generation accepts assets from their parents. then it
is incumbent upon them to also accept the corresponding
liabilities.

Grubb et al. (1992) in turn note the curious feature that in
such reasoning, a “primary justification for considering his-
torical emissions is based upon current wealth. And it is in-
tended to compensate for future increased costs to developing
countries, if they arc constrained. . . . Tentatively, we suggest
that the ethical divide between historical criteria and those fo-
cused upon current emissions and current relative ability to
pay may not be as large as it appears.”

3.5.5.6 Incorporating ability to pay

In addressing the question of “ability to pay.” several authors
have made reference to GDP or the UN Scale of Assessments.
Smith et al. (1993) suggest an ability-to-pay clement which is
proportional to GNP (on a purchasing power parity basis) for
all countries subject to a threshold value. determined by
Morris’s Physical Quality of Life Index (PQLI). Countries
with a PQLI below the threshold would be exempt.
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On the basis of this, the authors argue that countries should
have an “obligation to pay,” based on the two elements of his-
torical responsibility and ability to pay (both with lower
thresholds). They suggest that equal weight be given to these
two components and observe that the resulting obligation to
pay could be cither the product or the sum, although they
favour the latter.

3.5.5.7 Utilitarian formulation

A wholly different quantified approach to the question of who
should pay for abatement is provided by Chichilnisky and
Heal (1994), who apply the concepts of classical economics to
construct a strictly utilitarian formulation that seeks to maxi-
mize the sum of utilities across all countries, in other words,
to aggregate world utility. They argue that the independence
of distribution and etficiency so central to the welfare eco-
nomics of markets for private goods is not a characteristic of
markets for environmental public goods such as the atmos-
phere. As mentioned previously, these authors noted that, in a
situation without international transfers, efficient marginal
abatement costs would vary between countries. If unrestricted
lump-sum transters are allowed, however, in order to recover
the classical solution in which marginal abatement costs are
cqualized to achieve efficiency, only certain distributions of
payment can maximize the aggregate utility. Specifically, they
show that for the case of two countries in which both have the
same standardized utility function (i.c.. both value a given
consumption level — and atmospheric quality — equally). then:

At a Pareto-cificient allocation. the fraction of income
which each country allocates to carbon emission abatement
must be proportional to that country’s income level, and
the constant of proportionality increases with the effi-
ciency of that country’s abatement technology.

This is the only distribution-of-abatement effort, for a given
global total abatement and set of welfare weights, in which no
country can be made better off without making another worse
off. (Note. however, that it can only define relative contribu-
tions between different countries when the weights assigned
to welfare in cach country are specified.)!? The result, in turn,
mmplies that the total resources cach country should put to-
wards abatement would increase as the square of the national
income. The paper implics (but does not prove) that a similar
conclusion would hold for the more general case of other util-
ity functions (provided these are still similar between coun-
tries) and more countries.

3.5.5.8 Application of funds and transfers

These efforts to address questions of who should pay still do
not address the questions of who should receive and for what
purposes. Smith er al. (1993) imply that the payments they
consider would go to an international fund. which would then
be used to finance abatement at the lowest marginal cost. In
applying this index to evaluating transfers, however, Hayes
(1993) develops crude aggregate cost curves which combine
abatement costs with protection against sea level rise (but not
other components of adaptation), aggregating developed and
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developing country blocs. Combining this index and cost
function leads him to conclude that “the incremental cost of
abatement and coastal protection in the South that is justifi-
ably the responsibility of the North” is a few tens of billions
of dollars annually. (In doing so, he draws on the transbound-
ary impacts as part of the justification for using historicul
emissions. This, as noted, is an important ethical issue but one
that is distinct from that of paying for abatement.) Chichilnisky
and Heal (1993) also imply that expenditures would be dirccted
towards the global least-cost options, whatever they may be.

3.5.6 International trade and the incidence of
abatement costs

The above analyses all focus on highly simplified pictures of
the abatement problem, in which the only interrelationship
between countries is the impact of greenhouse gas emissions
and deliberate financial transfers associated with paying for
abatement (or, in the context of Section 3.3, adaptation). In re-
ality, abatement involves actions that affect the consumption
of many goods that are traded internationally, and this in itself
has other indirect consequences.

One concern has been that abatement action by the indus-
trialized world will itself indirectly harm developing coun-
tries by slowing economic growth and thereby lessening
demand for a variety of traded goods from the developing
countries. Given the modest estimates of the impact of abate-
ment on economic growth rates — at least for abatement to the
degree currently being considered (see Chapter 8) — it is likely
(but remains to be demonstrated) that this second-order effect
would be negligible compared with three other internation:l
effects:

(1) the ultimate benefits from reducing the rate of climae
change itself; for the reasons discussed in this chapter.
those benefits are likely to be greatest for the develop-
ing countries

(2) the impact on the location of specific industries if coun-
tries take differential actions; for example, if some re-
gions introduce carbon/energy taxes and offset them
against capital or labour tax reductions, energy-inten-
sive industries will tend to locate elsewhere whilst the
number of lower-than-average energy consuming indus-
tries may increase

(3) the impact on the traded volume and price of the com-
modities that give rise to greenhouse gases — particu-
larly fossil fuels

This last factor may introduce substantial variations he-
tween countries, depending on how restrictions are applied. If
— as is generally assumed — abatement policies are applied w
consumption, the likely effect is to reduce the internationl
trade volume and price of coal and (to a lesser extent) oil. This
effect will tend to benefit net importers of these fuels and re-
duce the revenues to fossil fuel exporters (see Chapter M
More generally, “the relative value of non-fossil energy re-
sources would be increased; that of high carbon resources de-
creased” (Grubb, 1990). Extensive abatement efforts could
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thus have serious implications for those countries that depend
heavily on coal exports or (to a lesser extent) oil exports — an
equity issue already raised in international discussions.

The effects are complex, however, particularly concerning
oil. First, one initial response to reduce CO, emissions could
be to burn more fuel oil in power stations in place of coal.

Furthermore, gas — which in power stations emits about half

as much CO, as coal — is very likely to be favoured in CO,
abatement strategies, and gas resources are often associated
with oil deposits and also with many coal mines. The overall
impact also depends very much on the time horizon consid-
ered. Heal (1984) noted that, in general, aversion to climatic
risks would tend to flatten the use of carbon resources over
time: Peak and initial usage would be lower, but usage would
also fall more slowly, partly because the resource base would
be extended over time. Manne and Rutherford (1994) provide
a more detailed energy analysis, concluding that “carbon re-
strictions tend to depress oil prices in the near term, but to in-
crease them in the long term . . . oil is less carbon-intensive
than coal-based synthetic fuels, and hence oil enjoys a pre-
mium.” They also find that carbon restrictions improve the
prospects and price for gas exports.

Such indirect impacts of abatement on fossil fuel exporters
(and importers) are thus potentially important but are fre-
quently not simple.

3.5.7 Joint implementation by industrialized and
developing countries

Joint implementation (JI) has emerged as one of the major de-
bates in the post-Rio negotiations. The term is generally ap-
plied to the idea that industrialized countries might invest in
projects in other countries, particularly developing countries,
to reduce or sequester greenhouse gas emissions. Industrial-
ized countries consider that the main incentives arise if some
or all of the emission savings can be credited towards the
donor country’s emission target. Many economists tend to see
JI as a natural way of improving economic efficiency, by al-
lowing industrialized countries to invest in abatement wher-
ever it is cheapest.

Industrialized/Developing Country Joint Implementation
(IDCH) — also referred to in the literature as North-South
Joint Implementation (NSJI) — might involve project-level in-
vestment, appraisal, and crediting of emission savings by a
“donor” country on the territory of a “host™ country. This in-
volves a number of equity issues that underpin the political
debate, many of which illustrate equity issues discussed in
this chapter. (Note that IDCJI avoids some of the equity issucs
concerning proposals for international tradable permits, in
which the issues would arise primarily. though not exclu-
sively, from the allocation of initial emission rights between
legally equivalent parties. Dubash (1994) explores the many
differences and argues that IDCII is an attempt to lower the
political costs associated with allocating tradable permits, "at
the price of higher social and environmental costs.™)

A number of technical and economic concerns about IDCJI
have been raised. particularly with respect to the need to mea-
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sure savings against a “counterfactual™ baseline (i.c., an esti-
mate of what would have happened in the absence of the JI
project), thus raising questions about what is to prevent in-
flated baseline estimates or other distortions. Another concern
involves uncertainties about project success: Who has the re-
sponsibility for project success, and what happens if it fails?
Administrative costs arising from both these factors are a fur-
ther issue. Reviews of these technical issues are given by
Loske and Oberthur (1993) and Selrod and Torvanger (1994),
the latter being much more optimistic than the former, and in a
number of books and conference proceedings (e.g., Kuik et
al., 1994; Ramakrishna, 1994). Here, however, the focus is on
the underlying equity issues, which can be classified along the
lines set out in this chapter.

3.5.7.1 Allocation issues

Analysts have raised the following concerns about the impli-
cations of IDCJI for emission abatement responsibilitics and
associated costs:

» IDCIJI could impose hidden administrative and/or op-
portunity costs on host countries which are only partly
recovered through the investment itself (Maya, 1994).

« IDCIJI could “skim off” the cheapest projects, so that, if
and when developing countries are required to adopt
emission constraints in the future, they will be faced
with higher marginal abatement costs (e.g., Parikh,
1994, and many others).

o If IDCIJI allows industrialized countries to continue in-
creasing their own emissions, it will perpetuate — and
perhaps even exacerbate ~ global inequalitics in per
capita emissions rather than tending towards any long-
term convergence (Parikh and Gokarn, 1993: Loske and
Oberthur, 1993).

« By reducing the pressure on the industrialized countries
to take domestic action, IDCJI may reduce incentives
for technical advance and innovation that could lower
costs for all in future abatement (Loske. 1991). A slower
pace of technical innovation may itself differentially in-
crease the future costs to developing countries (Ghosh
and Puri. 1994).

To cach of these concerns there are responses that results
will depend (in part, at lecast) on how the framework for IDCIJI
is defined and on how future commitments are structured to
take account of any previous JI activity (e.g., Vellinga and
Heintz. 1993: Metz. 1994 Ghosh and Puri, 1994). This does
ilfustrate. however. that JI does not really overcome the basic
political issue of allocating future emission rights, though it
delays (at the expense of further complication) the need to ad-
dress this core equity issue concerning the role of developing
countries.

3.5.7.2 Procedural issues

Efforts to address the technical and allocation issues also
highlight concerns about more procedural equity issues. Since
a JI project cannot (or is unlikely to) proceed without the con-
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sent of the government of the host country, inadequate state
participation per se is not a primary matter of concern, but is-
sues of information and power asymmetrics are raised in the
literature.

Concerning information, it has been pointed out that, be-
cause donor countries tend to have a far greater rescarch and
analysis capability, they have a comparative advantage in any
negotiations about framing JI projects. Pachauri (1994) com-
ments that “the biggest apprehension that exists on the issue
of JI relates to small countries that lack the capacity to eval-
uate the implications of specific projects.” Such countries
could accept projects that later prove to be against their inter-
ests.

Power asymmetrics could also result in developing coun-
tries being pushed into projects on disadvantageous terms.
Short-term financial pressures, for example. could lead to
host countries giving up land to J1 projects that could have far
greater productive use in later years. Ji projects may also be
driven by the interests of technology suppliers in the donor
countries, perhaps at the expense of equipment manufacturers
in the host country (Maya, 1994).

Again, protection against at least some of these potential
incquities can be developed, with the emphasis in the litera-
ture being on the need for an open, transparent, and multilat-
cral framework for JI agreements between parties to the
Convention (¢.g.. Ghosh and Puri, 1994: Markandya, 1994),
with clear, legally binding rules (Yamin, 1993b). and also on
projects that mecet a range ol development needs (Imbree,
1994).

Others, however, express concern that such an extensive
multilateral framework may involve such high administrative
costs as to render the idea impotent. And. conversely, it could
be considered incquitable to expect industrialized countries to
engage in stronger commitments whilst barring them from ex-
ploring alternative ways of achieving the same global envi-
ronmental benelit. Therefore, there is also an onus on de-
veloping countries to clarify their concerns to allow a basis
for a regime that is considered fair and practical by all parties.
The purposc here, however, is not to argue for or against ID-
CJIL, but to illustrate the central place, and range, of relevant
cquity issues in any practical moves towards transnational im-
plementation of mcasures to address climate change.

3.6 Equity Within Countries

3.6.1 Introduction

This section examines issues within countries. Not only is this
important in its own right; it can also shed a new light on the
issues discussed in the other sections of this chapter. As noted
carlier (Section 3.1.1 above), institutions to address a wide
range of common interests exist primarily within countries.
and cquity is an important influence and measure of the
strength and perceived legitimacy of these institutions. Al-
though the nature and strength of these national institutions is
far from uniform, they do provide the main working model for
incorporating equity into international relations.
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A national focus also allows lessons to be drawn from the
experience of economic reform programmes, especially the
structural adjustment programmes in developing countries,
but also programmes of economic restructuring in industrial-
ized as well as industrializing countries. Furthermore, unless
intranational equity issues are addressed explicitly, it may be
impossible to mobilize public opinion for amelioratory action
in both developed and developing countries, as it is only at the
intracountry level that we can begin to explore nontechno-
cratic approaches to collective action. Since policies and uc-
tions to combat climate change would in any event begin at
the national level, the examination of intracountry consideru-
tions could help individual countries by clarifying the range
of issues involved.

The provisions on education, training, and public aware-
ness in the Convention call upon the parties to develop educu-
tional programmes, provide public information, and promot
public participation in addressing climate change and its el-
fects and developing adequate responses. However, it must be
acknowledged that intracountry equity does not figure promi-
nently in the Framework Convention on Climate Change. Itis
being introduced here to facilitate the search for optimal na-
tional and international policies. It is not the purpose of this
section to introduce an entirely new element into international
negotiation. Nor is its purpose to sidestep the central concem
of the Convention and also of this chapter — the issue of inter-
national cquity and differentiated responsibility. Nor, indeced.
1s the intention to legitimize a new period of colonialism in
which the scope for sovereign national action is restricted un-
duly by international agreements on the nature and form ol in-
tracountry equity.

As mentioned earlier, equity considerations have become
part of climate change discussions primarily because of the
awareness of the diverse situations of both countries and indi-
viduals — not only in terms of their contribution to climate
change but also of the impact of the change on their wel-
being, their individual and collective capacities to cope wilh
this impact, and on their abilities to undertake mitigating u-
tion. Furthermore, there is also a growing awareness that the
combination of large-scale changes and iniquitous arrange-
ments will necessarily lead to conflicts and even wars. which
will further aggravate the adverse effect on social well-being,
Finally, it is also acknowledged that the burden of mitigation
must not be placed disproportionately on the poor and vulner-
able groups.

The above considerations have influenced decisions in«
number of areas. In addition to the agreement to limit cmis
sions to minimize the magnitude of the change, there is ulso
an emerging consensus on the need to compensate the wont-
affected groups and countries, especially the small island
states. There is support as well, through Agenda 21. for the
strengthening of coping systems in vulnerable countries. The
agreement to distribute the burden of mitigation in an equr
table manner also falls into this category. Finally. the awar
ness of the need for adjustment has also led some ©
recommend that countries should begin addressing majr
sources of inequity.
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To state all of this somewhat differently, equity considera-
tions are germane to the climate change issue in two different

contexts — equitable distribution of the costs (or benefits) of

the change, and equitable contribution to amelioratory and
preventive actions. Neither experience is without precedent in
national contexts. There is an extensive literature on the dis-
tributional impacts of the business cycles, supply shocks (e.g.,
the oil price increases in the 1970s), economic development,
and episodes of structural adjustment and liberalization. In all
such cases, the questions are similar to the ones being raised
in the present situation, namely, how is the burden of the
change to be shared, and who should pay for amelioratory or
preventive actions. This literature can be divided into two
groups, that which looks at governmental policies within a
given institutional context, and that which examines the insti-
tutional context itself. In addition to this, there is also a theo-
retical literature on conditions that will give rise to equitable
outcomes within countries.

3.6.2 Policy-oriented literature

The classic example of policy-oriented literature is the
UNICEF publication on structural adjustment in developing
countries, Adjustment with a Human Face (Cornia et al.,
1987). To quote the subtitle of this text, the object of the
exercise is both “protecting the vulnerable and promoting
growth.” This book is a part of a critique that emerged in the
1980s against the current conventional approaches. Since
then, the critique has gradually come to represent the new
mainstream position.

Structural adjustment or “stabilization” becomes necessary
when the aggregate expenditure (or consumption) of a coun-
try begins systematically to exceed its aggregate income. The
result is the accumulation of debt at an unsustainable and un-
serviceable rate. In the 1970s, these difficulties were seen as
part of the short-term problems of cyclical fluctuations and
were responded to with the short-term measures of stabiliza-
tion, on the pattern of similar problems and policy responses
in developed countries. Subsequently, it was recognized that
the problem was of a longer-term duration and structural
rather than cyclical; in other words, the problems emerged not
because of the normal functioning of a business cycle, but be-
cause the economic and political structure of some countries
was designed to produce these results on a systematic basis. In
either case, the symptoms were a growing public debt, deficits
in government budgets and international payments, and accel-
erating inflation.

In the absence of a policy response, these symptoms were
likely to be cured through the “classical adjustment” mecha-
nism, in which the debt squeeze brings about an economic
contraction and thus a reduction in expenditures. Since the
publication of Keynes’s General Theory of Employment, In-
terest, and Money (1936), this has been recognized as a sub-
optimal path because of its high social and economic cost.
The main policy response in the 1970s and 1980s was that of a
managed economic contraction through budget cuts (espe-
cially on such “nonessential™ items as social services, con-
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sumer subsidies, and general administration), reduction in do-
mestic credit, devaluation, and the liberalization of foreign
trade and payments regimes (see Banuri. 1992).

The performance of these policies has come under consid-
erable scrutiny (see e.g., Taylor, 1993: Banuri, 1992: Cornia
and Jolly, 1984; Cornia er «al., 1987). Earlier critics argued
that the orthodox adjustment programmes were both ineffec-
tive and unnecessarily painful. They proposed heterodox, or
supply-side approaches, which aimed to increase production
directly through investment promotion, labour training, direct
export promotion, and income policies. Many of these recom-
mendations are extremely sound, but experience shows that
they have to be combined in varying proportions with ortho-
dox demand contraction policies. Also, the hope for a win-win
solution, in which the costs of adjustment would be avoided
altogether has not been vindicated by experience. The eco-
nomics profession appears to have come to the conclusion
that some degree of economic contraction is inevitable during
structural adjustment, if only to dampen the inflationary ex-
pectations built up during periods of prosperity.

As a result, the attention of many of the critics shifted to
the protection of important areas during such contractions.
These critics argue that the conventional approach is subopti-
mal, in that it leads to the marginalization and immiserization
of vulnerable groups — women, children, the poor, the rural
population, labour, and the aged population — who are forced
to carry a disproportionate burden of the adjustment. As part
of their argument, Cornia and Jolly (1984) and Cornia et al.
(1987) documented successful cases in which government
policies managed to protect vulnerable groups while bringing
structural adjustment. The result of these studies has been a
remarkable turnaround in the conventional wisdom on struc-
tural adjustment. From a situation of almost total neglect of
the social sector and vulnerable groups in the 1980s, current
policies include the protection of these sectors and groups as
integral elements of structural adjustment programmes.

However, even the modified approach, which secks to in-
corporate social and equity concerns, has not been without its
critics. A number of writers have suggested that government-
directed and targeted programmes are not successful in allevi-
ating poverty or delivering social services in many contexts.
This criticism has been launched in particular by the Public
Choice Theory school (Buchanan and Tollison, 1984: Krueger
and Bates, 1993) and has been accompanied by calls for pri-
vatization and deregulation. Other critics have used similar
arguments to recommend institutional development pro-
grammes. We shall take up some of these criticisms in the
next subsection.

The analogy of structural adjustment to climate change is
quite striking. The climate change threat has also emerged be-
cause the planetary consumption of certain materials (mainly
fossil fuels) has begun systematically to exceed sustainable
levels. In this case. there is the accumulation of global warm-
ing gases in the atmosphere, again at an unsustainable rate.
The analogy of the classical adjustment mechanism is ecolog-
ical homeostasis. which may bring about a new planctary
equilibrium. albeit with far fewer humans and after the pay-
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ment of a very high human and social cost. The Framework
Convention on Climate Change can be seen as analogous
to an agreement to undertake a structural adjustment pro-
gramme.

In other words. the experience of structural adjustment in
developing countries has many lessons to offer for the fore-
seeable adjustment, both at a global level and in industrialized
countries.

o The first lesson is that “blind” or neutral policies have
not performed well. As a result, the need to protect the
social sector and some targeted groups has become
widely accepted. In the climate change context. this
means that such “blind” policies as a carbon tax, or even
tradable permits, will have to be supplemented with
policies to protect vulnerable groups and vulnerable
sectors.

« In general, the experience of structural adjustment
shows that policy responses need to be sensitive to the
economic, political, and institutional contexts of various
countries. Reliance on a formulaic approach has often
been ineffective if not counterproductive.

¢ The expericnce with heterodox approaches to stabiliza-
tion suggests that these need to be combined in varying
proportions with the orthodox. demand-contraction
policies. In the climate change context this means that
pure win-win solutions based on technological opti-
mism — namely the expectation that technological im-
provements alone will suffice to reduce emissions to
sustainable levels — are unlikely to produce the desired
results unless combined with steps to reduce aggregate
consumplion.

« Another lesson is that, in many cases, even the modified
approach may be deficient unless accompanied by insti-
tutional strengthening programmes.

Structural adjustment and stabilization are. however, the most
recent of the many arenas for the debate over equity concerns.
As is apparent from the above remarks, the experience of sta-
bilization was not restricted to developing countries. In indus-
trialized countries, similar questions have been discussed in
the context of business cycles and stabilization. More gener-
ally. the discussion of trade-offs between equity and growth
also falls in this category.

In this context, equity has been taken to mean income dis-
tribution. There is a literature on the appropriate index to be
used to measure income distribution. Starting with the Lorenz
Curve and the Gini coetficient. & number of improvements
have been proposed. The Gini coefficient is an index of the in-
cquality of relative income shares. with zero representing
complete equality and one representing complete inequality.
Subscquently. attention shifted to other indicators. such as
absolute poverty — measured in terms of the number of peo-
ple below a nutrition-based poverty line and quality of life
(Morris, 1979) — and basic human needs. namely education.
food, health, water supply, sanitation, and housing (Streeten,
1981).
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The conventional view of the relationship between equity
and growth was derived from Kuznet’s (1955) observation of
an inverted-U relationship (the Kuznet’s curve) between GNP
per capita and the Gini coefficient. This observation wus
based on both time series and cross-section data. However,
subsequent studies have added substantial qualifications to
this result (Ahluwalia and Chenery, 1974).

The thrust of these arguments is that economic develop-
ment and structural transformation affect income distribution
within countries in specific ways. The earlier view was tha
income distribution would worsen with economic growth be-
fore getting better. However, the more recent evidence sug-
gests that the pattern of change is sensitive to policy choices
and institutional conditions in individual countries. Countrics
that followed proactive policies, and favoured investment in
social sectors (education, health, social welfare) were able o
pursue cconomic growth and social development simultane-
ously. In other words, at least insofar as the experience of de-
velopment is concerned, a win-win solution is possible. There
are, however, considerable differences over the factors con-
tributing to win-win solutions. Neoliberal writers (e.g.. Bal-
assa, 1993; Krueger, 1993) attribute the success of newly
industrializing countries to market-based, outward-oriented
policies. Others look to institutions of governance as key cle-
ments (see, e.g., Wade, 1992; Alam, 1989; Banuri, 1992).

3.6.3 Institution-oriented literature

The common element of the above analyses is their rooted-
ness in a technocratic approach to problem solving. As a re-
sult. they are focussed on what the government can or camnot
deliver, either in terms of policies or of outcomes. Dirigistic
arguments tavour direct interventions by centralized states in
the form of government investment, protection of domestic
economic activity, social cost-benefit analyses, and others.
Even neoliberal arguments that favour market-based ap-
proaches view the government as virtually omnipotent in
bringing about the structural transformation towards a fre
market economy.

An alternative to this approach is the literature that take
governance as an entry point to the analysis. It covers a broad
range of ideas, including capacity building and technical as-
sistance (UNDP, 1993), community participation and empou-
erment. people-centred development (Korten, 1987. 19901
and sustainable development (Banuri ef al., 1994). Its unifv-
ing theme is the emphasis on collective action and develop-
ment of institutional and decision-making capacities. Al
smaller units of aggregation, this focus leads to the analyvsisof
participation, empowerment, and community development
At the middle level, it translates into the argument for the
strengthening of various organs of civil society, including in-
stitutions of education, research, and monitoring. At the gov-
ernmental level, the focus is on administrative retorm und
capacity development.

The relationship of these approaches to the climate chang
debate on equity issues derives from the analysis that lies be-
hind them. The main idea is that inequitable outcomes ur
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produced by institutions that fail to protect the rights of vul-
nerable or marginalized groups in society. Similarly, countries
cannot take advantage of global opportunities, or suffer dis-
proportionately from adverse global processes, if they lack
the institutional capacity to protect their interests. Finally,
countries that exhibit superior performance on one indicator
of social welfare also perform better on virtually every other
indicator. This means that rather than trade-offs between dif-
ferent goals, there is a clustering of performance around vari-
ous goals. This can only be explained by institutional factors
that favour some countries over others. The solution for coun-
tries that perform poorly is to enhance their national institu-
tional capacity to protect their rights and, more generally, to
pursue collective goals. Analogously, the solution for weak or
marginalized groups is also to enable them to make collective
decisions and protect their rights.

This provides a somewhat different slant on the literature
cited earlier. It could be argued that the need for structural ad-
justment arises when the sum total of property rights exceeds
the available aggregate endowment of assets or resources. The
solution then is to reduce the command over goods and ser-
vices by reallocating or eliminating some property rights.
These might include the rights of the government (generated
through money creatton), or those of groups favoured by dis-
tributional policies or subsidies, or even of investors who are
allowed to borrow at highly subsidized rates. The argument of
the critics is that in this reallocation of rights. it would be dif-
ficult for the vulnerable groups to protect themselves, partly
because of their very weakness, and partly because many of
their rights are likely to be informal in character.

One strand of this argument has been made by Sen (1976)
and various others in terms of “entitlements.” In Sen’s ap-
proach, crises, such as famines. occur not because of a short-
age of food but because of a failure of entitlements, namely
rights to commodities. However, as Gore (1993) has argued,
in much of his work Sen focuses on entitlements conferred by
the formal legal system. Although in the examination of in-
trafamily distribution (Sen, 1984) he extends the analysis to
include informal entitlements as well, this does not seem to
have affected the exclusive focus on the formal legal system
in the remaining corpus of his work.

Be that as it may, two points are significant in this debate.
First, that it may be more germane to look at property rights.
whether formal or informal. rather than consumption or pro-
duction patterns alone. Second, that there is an interrelation-
ship between economic and ethical considerations. As Gore
points out, “for Sen, policies to counter hunger and famine
must ultimately be justified through foundational arguments
about what is valuable. Equally. ethical assessment of institu-
tions, such as property rights, requires empirical analysis of
causes and effects” (Gore, 1993).

From this perspective, the development process appears as
a trend towards the formalization of property rights and in
many cases the expropriation of the customary rights of local
communities in favour of centralized states. This was justified
on the grounds that it would facilitate the pursuit of national
goals, such as development or equity. The institutional per-

115

spective would argue for the reconstitution of local property
rights, primarily to enable the protection of the rights of vul-
nerable communities.

These considerations are relevant for the examination of
climate change issues. Insofar as the climate change issue is
also one of property rights (or entitlements) exceeding the to-
tal endowment of planetary sinks. the response will necessar-
ily include a curtailment of aggregate entitlements. The result
is that blind policies are likely to reallocate the property rights
in an inequitable manner by curtailing the entitlements of the
poor disproportionately. This is truc for countries as well as
for groups within countries. Given the fact that the developing
world will be affected more by climate change. that it has
lesser flexibility, is closer to subsistence. and lacks the institu-
tional infrastructure to protect lives and livelihoods, its rights
will be curtailed disproportionately in any adjustment
episode. The much greater vulnerability of the developing
countries is starkly apparent when one considers that the 1991
cyclone in Bangladesh killed more than 200,000 people.
whereas in 1992 Hurricane Andrew, of the same intensity,
killed only 34 in the U.S. The same disproportionality affects
the vulnerability of groups within countries, for example:

» At an individual level, the choice of protecting the
rights of various people will be influenced by cultural
arrangements, which favour men over women.

« In most countries, declines in food availability will fall
disproportionately on the politically weaker and rela-
tively passive groups, on the poor, the children, women,
older people, the unemployed, and the rural people.

« Not only is this likely to produce conflict, but the emer-
gence of conflict will further discriminate against the
weaker and more peaceable groups (Suliman, 1992).

« Major technological or political changes in agriculture
result typically in expropriation of tenants and landless
poor. Attempts to offset these consequences through
land reforms have had only limited impact (Moyo,
1994; Sobhan, 1993).

Equally, although there is rhetorical support for ameliora-
tory actions, though often only at elite levels, this has trans-
lated neither into a broad legitimacy of concerted state action
in industrialized countries nor into change in behaviour to-
wards more conservationist patterns. Similarly. the awareness
of the primary responsibility of the industrialized countries
for the ecological threat seems to have absolved the affluent
groups in the developing countrics of their responsibility to
respond to it.

In other words, it may be idealistic to expect that the
nation-state as currently constituted will respond equitably in
the face of disasters and large-scule dislocations. The same
considerations apply to the international situation, where the
degree of institutional weakness. the inability of the vulnera-
ble to fight back. and absence of a collective morality are even
more pronounced. Writers concerned with this weakness have
argued that the only solution is to develop the decision muk-
ing capacity of vulnerable groups. This has fed to programmes
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of community development, rural development, and capacity
building. At national levels, it might ask for a broad-based
programme, involving the government as well as nongovern-
ment and private sector institutions (see Banuri er al., 1994).

This still leaves open the question whether there is an ethi-
cal framework that can enable national societies, and indeed
the global human society, to respond to the emerging prob-
lems in an equitable manner.

3.6.4 The question of ethics

Equity, justice, fair play are all concepts with strong moral
and ethical overtones. The literature that has been discussed
exhibits these overtones cither explicitly or implicitly. It is
fair to say, however, that the policy-oriented literature seeks
an cthically neutral stance. It is based on a technocratic ap-
proach, which focusses on the means or instruments to given
or agreed goals. In this approach, the only ethical considera-
tions pertain to the goals, not to the means through which the
goals are to be achieved. The goal of this literature is to deter-
mine a universal formula for decision making. Differences be-
tween philosophers pertain not to this search for a universal
formula but to the contents of the formula.

This distinction is not simply that between outcomes and
processes. For example, Nozick (1974) argues for liberty as
the primary principle, not only in its own right but as the
definitive feature of equity. This is generally taken to be an
example of process-oriented ethics. However, it too is conse-
quentialist, in that it assumes a transcendental goal, which can
be achieved through the appropriate institutions — in this case
free markets. Similarly. Rawls (1971) analyzes the concept of
justice from an individualistic viewpoint to argue for a
Solomonic veil of ignorance that would induce each individ-
ual to seek a maximin solution. If this could be agreed. pre-
sumably we could also agree to cstablish institutions (a
government, a judiciary) that would put our values into ac-
tion,

Both these perspectives, which are two of the most salient
recent analyses of the issue of justice. derive from a “conse-
quentialist™ position, in which values have to be justified by
outcomes — cven if they are defended by processes. Hannah
Arendt (1961) has made a scathing critique of such ap-
proaches. by arguing that they are based on a confusion be-
tween meanings and values as well as between values and
goals. The result is that everything is reduced in the end to
means. In this approach. culture and values become mere in-
struments for the achievement of particular goals (c.g.. devel-
opment). Indeed. even equity is but an instrument for the
pursuit of such goals as economic growth or political stability.

This is not the only possibility however. An alternative ap-
proach, which would be sensitive to Arendt’s criticism, sees
culture and values (including equity) as foundational and as
developed through experience. This is implicit in Rawls’s ar-
gument, when he says that “the primary subject of justice is
the basic structure of society™ (Rawls, 1971). Following this,
Michael Sandel (1982) has commented that “For a society to
be just in this strong [Rawlsian] sense. justice must be consti-
tutive of its tramework and not simply an attribute of certain
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of the participants’ plans of life.” This is the definition of a
moral community and not a society of strangers.

Arendt herself has argued against transcendental principles
by invoking judgment as an alternative entry point — contex-
tual, subjective, interactive, and constructive of community.
Judgment requires being able to judge particulars without
subsuming them under general rules. Such concepts as justice,
courage, truth, goodness, are not based on general rules but on
concrete experiences. If one takes this point of view. the
search for universal rules is dangerous as well as futile. Jus-
tice lies in experience, not in transcendental rules. Equity and
efficiency do not collide as contrasting goals. We cannot have
efficiency in an inequitable society.

However, this perspective presupposes an alternative insti-
tutional structure, in which the experience of value crecation
can become possible again. This structure must build on
small, decentralized communities, in which the scope for
judgment is reestablished. This would go against the broad
trends of twentieth-century development, which have been in
the direction of greater centralization and concentration and
have also been accompanied by the transfer of all collective
rights to the state. In the realm of economics, therefore. they
have left an amoral universe, in which equity can only be an
instrument for the achievement of some other goal, not a
value in its own right.

3.7 Procedural Fairness in International Climate
Change Processes

3.7.1 Introduction

The various differences between countries outlined in this
chapter have implications for the way in which international
responses to climate change are developed. In the context of
the different equity issues discussed in the introduction, issues
of procedural equity are important as well as the conse-
quences of decisions taken. Indeed, the two ultimately ure
likely to be inseparable. Oran Young (1990) notes that

One of the most robust findings of the social sciences is
that . .. [countries in international negotiations] . . . can and
often do fail to realize feasible joint gains, thus ending up
with outcomes that are suboptimal (and sometimes highly
destructive) for all concerned.

Part of the reason is the lack of trust and adequate informa-
tion that can arise from negotiations that are, or are perceived
as. operating in an unfair or inequitable way. The result can be
- and often is — that countries do not even agree to things tha
would benefit each and every one of them. Hence, the impor-
tance of procedural equity. An overview of post-Rio issues by
Jaitly (1993) illustrates a balance of developing country con-
cerns regarding procedural as well as outcome issues.

One important element of procedural equity has been mer-
tioned in Section 3.2, namely, the principle of sovereignty inin-
ternational affairs, coupled with a responsibility towards the
impact of internal actions on others. The difficulty with climat
change is that it is an issue in which the activities of each coun-
try have impacts on all others; hence, the need for processe
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through which states can seek agreement on mutual changes to
reduce such impacts, and/or to compensate accordingly.

These principles apply to the negotations, associated
processes like the IPCC, and any institutional structures and
procedures created through negotiations. The principle of
seeking consensus among all participating states for interna-
tional agreements makes it still more important that partici-
pants feel that negotiations are conducted fairly and that they
feel able to participate effectively, and that states take part in
good faith. Countries that do not perceive a process to be fair
have great power to obstruct it, ensuring that negotiations
make little progress.

Procedural equity is an aspect of institutions, and the con-
struction of international institutions is partly about establish-
ing structures that command widespread adherence because
they offer adequately fair representation. The painstaking
negotiations over the Global Environmental Facility. for
example, can be seen largely as negotiation about fair rep-
resentation.

The overall literature on institutions is very large, and
there is an extensive literature (especially in the U.S.) about
institutions tor managing global environmental affairs (e.g.,
Millennium, 1990; WRI, 1991: Choucri, 1994). The academic
literature specifically on practical aspects of equity in interna-
tional institutions for managing global environmental affairs
is, however, much smaller. Among the most important studies
in this corpus is the report of the IPCC Special Committee on
the Participation of Developing Countries (IPCC, 1990). This
identified five areas of particular concern that might inhibit
adequate involvement: “insufficient information, insufficient
communication, limited human resources. institutional diffi-
culties, and limited financial resources.” Here we group these
more broadly under “participation” and “information,” each
including the question of adequate resources. “Resources” is
used in the broad sense of the word; it encompasses human re-
sources, financial resources, institutions. and infrastructure
that can underlie adequate participation in and information for
effective negotiations.

These issues are important. The cost of inadequate partici-
pation is likely to be low adherence to any resulting agree-
ment. The cost of inadequate information is likely to be a
suspicious and obstructive attitude that reduces negotiations
to a crawl. We consider each in turn.

3.7.1.1 Participation

Participation in international processes — at the simple leve! of
having nationals or other representatives present — is re-
stricted chiefly by limitations on human and financial re-
sources, though delays in obtaining visas and the sheer
difficulty of travel from some developing countries can also
be important constraints. For some processes (like the 1PCC).
financial constraints on travel from poorer countries are ad-
dressed through special funds supported by developed coun-
tries, though inevitably there are recurring concerns about
their adequacy. The matter of human resources is more diffi-
cult to deal with. since it depends partly on long-run educa-
tion and reflects the contrary priorities in many developing
countries outlined in Section 3.3.2.
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A related problem can be the appropriateness of partici-
pants and the load on them. Many of the smaller and/or poorer
developing countries had just a few delegates covering the
whole range of negotiations surrounding the Rio Earth Sum-
mit, compared with several hundred. for example, from the
U.S. They could not possibly have had the specialized knowl-
edge required to participate effectively.

That said. it is obviously unrealistic 1o expect universal
participation in everything. Indeed it would be a huge waste
of scarce human and financial resources and would in a sense
be unfair to participants with more urgent priorities. In prac-
tice, the smaller countries — in both the industrialized and
developing world — are sclective about their participation
through choice as well as need, without necessarily adverse
consequences. Smaller countrics may be able to rely on larger
neighbours that share common interests or may otherwise be
able to ensure that their concerns are reflected through dele-
gated or grouped responsibilities. Luxembourg. for example,
generally has little difficulty signing on to agreements in
whose formation it played no direct part. And. as noted car-
lier, addressing climate change requires widespread but not
necessartly universal participation. Where universal partici-
pation is impractical or even undesirable, what matters is en-
suring that a fair balance of interests and perceptions is
represented.

A related problem is that of institutional coordination
within countries. Climate change tnvolves an extraordinary
diversity of issues and interests. ranging from metcorology to
international trade. Frequently, governments have trouble co-
ordinating policy between different internal groups — and in
the international arena it is indeed not uncommon for metco-
rologists from developing countries to find themselves dis-
cussing issues that have more to do with international trade
policy.

Concerns about the ability to participate cffectively under-
lie the frequent insistence of many developing countrics on
rules of procedure. such as the development of official nego-
tiating timetables without informal meetings outside this
agenda. To bigger and more advanced countries this can be an
intense irritation and may seem an unnecessary brake on
progress (which such procedures may indeed turn out to be).
To weaker and poorer participants they are seen as a protec-
tive device to give them a chance to keep up with discussions.
Again, it is an arca where a fair compromisc between ade-
quate progress and comprehensive participation is called for.

Another aspect of participation is that of nongovernmental
organizations. The Rio processes were marked by unprece-
dented involvement of NGOs. which are widely considered to
have contributed positively to the process. Brenton (1994)
lists their involvement as one of the four major forces for in-
ternational cohesion in environmental policy. Their legiti-
macy and impact derive from a widespread membership,
strong international links, and extensive information, when
these attributes arc brought to bear positively on the process.
Environmental NGOs tend to be relatively concerned about
international ethical responsibilities. In international negotia-
tions. they frequently help to counter financial and political
pressures that exist in some of the richer countries against
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change or acceptlance of international responsibilities. They
also frequently support the positions of some of the poorer
countries by providing information and other kinds of logistic
support.

3.7.1.2 Ir;/'r)rmutioh

Perhaps a bigger problem than adequate participation is the
need for adequate information for those who participate. Cli-
mate change issues are complex. The work of the IPCC, for
cxample, spans issucs ranging from atmospheric science to
ceology to economics. OECD representatives, in particular,
can draw on a huge infrastructure of specialist knowledge and
analysis in developing policy positions and arguing for them
(even if rescarchers still feel that insufficient attention is paid
to their work, and negotiators feel deluged by research much
of which is peripheral or naive). Many developing countrics
feel seriously disadvantaged by not having adequate research
capacity to draw on. It is striking, for example. that the Indian
Minister of Finance expressed such a concern (on a different
issuc), despite India’s having one of the most advanced policy
rescarch capabilities in the developing world (Singh, 1993).
Communication is a related issue. Heidenreich (1995) illus-
trates how the absence of “mass distribution™ communication
facilities places African researchers at a continuing disadvan-
tage.

Again this reflects a mix of problems: a lack of human
and financial resources, limited education infrastructure. and
weak communications. The IPCC Special Committee recom-
mended a number of steps that could be taken. including sup-

port for regional centres and seminars and the development of

regional specialists to help improve information and analytic
capabilities in developing countries, particularly as they affect
the ability of these countries to get to grips with the climate
change issue (1IPCC. 1990).

The importance of adequate information cannot be over-
stressed. Many bad policy decisions can be traced to inade-
quate information. and so can many of the difficulties in
international negotiations. The feeling that some participants
are much better informed than others can. and frequently
does, lead to a suspicious and obstructive attitude in negotia-
tions that ultimately may be to the detriment of all, It was
noted above that in international affairs, countries often do
fail even to reach agreements that would be of mutual benefit.
Lack of adequate information — compounded by the distrust
this can help to generate — is one root cause of this, Negotia-
tions are difficult enough when cach country is seeking only
to pursue a narrowly defined seif-interest. They can be ¢ven
more difficult when states do not have a clear idea of where
their self-interest lies.

3.7.2 Links between internal and international processes

The focus in this discussion has been on state actors and gov-
ernment representatives. But fair representation in interna-
tional discussions also requires that those attending fairly
represent interests within their own countries. and their ettec-
tive participation also requires them to draw on the human
and other resources of the nongovernmental sector. There is
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thus increasing acceptance that nongovernmental organiza-
tions have an important role to play in the process: in harness-
ing and analyzing information; in developing international
links; in assessing the implications of proposed policies; in
changing cultural attitudes, including communication across

‘different sectors of society; and in observing and monitoring

the implementation of decisions agreed internationally (e.g..
Haas er al., 1993; Brenton, 1994; Choucri 1994).

A number of these elements have been discussed in Section
3.6 above. Given the complexity of the climate change issue,
this points to the ultimate inseparability of issues such as fair
and informed participation between the national and interna-
tional levels. Addressing climate change — both adaptation
and abatement — may require changes at many different levels
of society, and the implementation and acceptance of policy at
many different levels.

Thus, we come full circle to the observation at the begin-
ning of this chapter. Perceived justice, in terms of representa-
tion and consideration of different perspectives in processes
and in big decisions, is one of the basic measures of legiti-
macy for governmental institutions. Equivalent structures in-
ternationally are weak or nonexistent. But the climate issue
forces recognition of global interdependence. For negotia-
tions to be effective, they need to command widespread ac-
ceptance as fair processes, reaching decisions that are fair
compromises between widely divergent views of what consti-
tutes an equitable outcome, and thus reflecting the range of is-
sues addressed in this chapter.

3.8 Conclusions

Equity and social considerations are central to discussions of
steps to be taken to implement the Framework Convention on
Climate Change because widespread participation is essential
it the objectives of the Convention are to be gained. This is
why the concept of equity i1s so prominent in the Convention.
Countries are unlikely to participate fully unless they perceive
the arrangements to be equitable. This applies particularly to
equity among regions and countries, but equity within coun-
tries. and associated social considerations, are also important
influcnces on what is possible and desirable. Mitigating and
adapting to climate change will require actions on the part of
individuals. Governments will find it easier to comply with
international obligations if their citizens feel that the obliga-
tions and benefits of compliance are distributed among them
equitably. And richer countries are unlikely to burden their
poorer citizens to benefit relatively rich citizens in poor coun-
tries.

Scientific analyses cannot prescribe how social issues
should be taken into consideration and how equity should be
applied in implementing the Convention, but analysis can
clarify the implications of alternative choices and their cthical
basis. There are a variety of meanings of equity. and there are
various principles that have been designed to achieve equity.
On some issues different equity principles point to similar re-
sponses. suggesting clear guidance. whercas on others they
may conflict. In either case. there is a need for judgment.
drawing on concepts of equity.
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Issues relating to equity among regions and countries stem
from the substantial differences that exist among countries.
Countries differ not only in terms of size, resources, popula-
tion, and wealth, but also in terms of emissions of greenhouse
gases, vulnerability to climate change, and institutional capa-
bilities to respond effectively to climate change. There is no
single method of aggregating these differences and no deci-
sion rule for dealing with them. The Framework Convention
on Climate Change provides considerable guidance for apply-
ing the concept of equity to take account of the many differ-
ences among countries. However, the application of equity to
specific circumstances will require further elaboration of the
Convention’s principles and obligations, many of which were
designed to be ambiguous and remain so.

Equity issues involved in responding to climate change
may be divided into four distinct categories:

« distributing the costs of adaptation

« distributing future emission rights

+ distributing the costs of abatement

« ensuring institutional and procedural fairness

The Framework Convention on Climate Change offers some
guidance on all these issues. It requires developed country
parties to take the lead in limiting their emissions whilst rec-
ognizing that developing countries’ emissions are relatively
low and will need to grow to meet their legitimate social and
developmental needs. It also requires developed country par-
ties to assist developing country parties in coping with both
the costs of abatement and the costs of adaptation to the ad-
verse effects of climate change. Such assistance must be pro-
vided by the Convention’s financial mechanism, which must
have “an equitable and balanced representation™ and transpar-
ent governance to ensure procedural equity between donors
and recipients.

This focus on developed/developing country interaction is
also apparent in much of the literature. which seeks to clarify
considerations of equity between developed and developing
countries much more than among developed countries. Since
developed countries have obligations under the treaty to take
immediate action, this is a serious lacuna. There are. however,
a variety of specific analyses that propose schemes for distrib-
uting the costs of coping and abatement as well as emission
rights and that analyze the distributional cffects of these
schemes across the range of countries.

Social considerations and the experience of implementing
structural adjustment policies point to the need to consider
and target specific groups for special consideration. Countries
(such as island and other low-lying states or dryland regions)
and special groups within society that arc especially vulner-
able to climate change (such as the poor, and sometimes
women or children, or specific occupations or regions) — in
other words. those on whom the costs of abatement and cop-
ing would be especially burdensome — merit special attention.

Concern about equity and social impacts points to the need
to strengthen institutional capacitics. particularly in develop-
ing countrics. to make and implement collective decisions in a
legitimate and equitable manner. These institutional capaci-
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ties surely include developing resources to analyze equity and
social issues.

Institutional weaknesses also inhibit the ability of develop-
ing countries to participate effectively in international negoti-
ations. Assistance to help these countries develop a greater
capacity to assimilate and analyze information and proposals,
and to participate effectively in international discussions,
would increase the prospects for achieving effective, lasting,
and equitable agreements on how best to address the threat of
climate change.

Endnotes

1. Four main views are identified. A “hicerarchical” view believes that
a problem like climate change needs to be managed rationally and
that this can be achieved by suitable management institutions backed
by good science and judgment. A “market” view believes that the
problem should be characterized primarily as an economic external-
ity, and that the solution lies in creating property rights and a market
structure which enable market actors to internalize these costs in
their transactions. An “egalitarian collective” view places the em-
phasis on equal rights in a limited and perhaps fragile biosphere,
emphasizing the need for radical abatement and abstinence from
excessive consumption. A “fatalist” view considers that humans can
adapt to whatever changes are caused and probably cannot manage
abatement effectively anyway; it thus argues for no action.

2. Annex I lists the European Community and 36 states: the 24 mem-
bers of the OECD in 1992 (Australia. Austria. Belgium, Canada, Den-
mark, Finland. France, Germany, Greece. Iceland, Ireland, Italy,
Japan, Luxembourg, the Netherlands, New Zealand, Norway, Portu-
gal, Spain. Sweden. Switzerland. Turkey. the UK, and the U.S.) and
12 European states that are undergoing the process of transition to
market cconomies (Belarus, Bulgaria, the Czech Republic, Estonia,
Hungary. Latvia. Lithuania, Poland. Romania, the Russian Federa-
tion, Slovakia, and Ukraine).

3. Smith and Ahuja (1990) present succint and strong reasons for
considering the range ol gases in assessing individual projects, to-
gether with a general framework indicating a basis on which such
comparisons might be developed. At the aggregate level required for
international comparisons and considerations of equity, the issues
are somewhat different. The best data, and most analysis, have fo-
cussed on the major contribution from CO, - especially from fossil
fuels. for which national emissions are generally known to within
5% (uncertainty range of 10%:) or better. CFC emissions — measured
as defined i the Montreal Protocol - are known to similar accuracy.
Other sources are more uncertain. National estimates of CO, and
other emissions from deforestation and other land use changes can
vary by at least = 30%. both for individual countries and in aggre-
gate. Most methane emissions are similarly uncertain. Contributions
from other gases (N,O and various other gases involved in different
aspects of atmospheric chemistry) are still more uncertain, but the
global impact of these other emissions probably totals less than 10%
ol the major greenhouse gases. Further difficulties are introduced in
attempting to compare the radiative impact of different gases, as dis-
cussed in carlier [PCC reports.

4. This would apply. for example. if one considered the impact of a
single country’s emissions in the absence of any other emissions or
evaluated the marginal impact of adding cach country’s emissions in
turn. with all the others fixed. None of the literature appears to at-
tempt such an assessment explicitly. and scientific understanding of
the carbon cycle may not be sufficient to perform such calculations

with confidence.
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5. To a degree there are paratiels here with the debate over the alloca-
tion of sinks (see box "WRI Data™). Looking only at total emissions
is similar to the WRI index; focussing on per capita emissions gives
a very different view more closely related to that of Agarwal and
Narain. Considering national per capita emissions relative to the
global per capita mean (so they can be negative as well as positive),
as advanced by Mukherjee (1992), is directly equivalent to the ap-
proach advocated by Agarwal and Narain.

6. Action by one group of countries to limit fossil fucel emissions, for
example, will tend to depress international fuel prices, which may
accelerate emission growth elsewhere if other regions do not partici-
pate. Conversely. it is likely to accelerate technology developments,
which may then diffuse, acting in the opposite direction. The net ef-
feet is difficult 1o predict and depends on timescales and models of
clasticities, technology development, and diffusion.

7. The Coastal Zone Management subgroup of the 1PCC Response
Strategies Working Group suggests slightly ditferent division of “re-
treat,” “accommodation,” and “protection™ in response to sea level
rise, The classification given here reflects the ditferent kinds of costs
incurred. A varicty ol instruments may be appropriate for seeking to
share, insure against, or redistribute these different kinds of impact
Costs.

8. If the remaining global fossil carbon budget were shared accord-
ing to strict person-year cquity, including historic emissions, in-
dustrialized countries would not have any cmission rights left. A
reasonable compromise between international equity and practical
feasibility would be to allocate 150 GtC cach to industriahized and
developed countries (Krause er al., 1990).

9. Note that this does not imply equal benefits over time, as technol-
ogy development and other factors enable more value to be extracted
from a given level of emissions. The issue has some clements in
common with issues of natural resource depletion and the intergener-
ational equity issues discussed in Chapter 4, but the literature has not
explored this in any depth.

10. As onc relevant indication, the peak energy intensities achieved
by countries in the process of industrialization have steadily declined
over the century, as countries developing later can draw on better
(and more recent) technologies developed clsewhere (Hiitele er al.,
1981).

11. Ghosh (1993) agrees in theory that positive as well as negative
externalities are associated with development transfer from one
country to another, but points out that any such application of the
principle “must be comprehensive. ..
all persons over all time must be accounted for . ..

. All external contributions of
allowing for those
developing countries which were the cradle of civilisation to claim
resource transters. . .. Itis difficult to devise practical ways of imple-
menting this principle.”

12. 1t specifies directly how a country’s effort should vary as a func-
tion of its own income level and abatement efficiency. It the welfare
weights are cqual across countries, then it defines directly the opti-
mal relative contribution from each country.
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SUMMARY

The discount rate allows economic effects occurring at differ-
ent times to be compared. It plays a vital role in public policy
analysis of actions with varying time paths of costs and bene-
fits. It is particularly important in climate change: Because of
the very long times involved in climate change decisions, the
choice of a discount rate powerfully affects the net present
value of alternative policies, and thus the policy recommenda-
tions that emerge from climate change analysis.

Two major approaches are used to determine the appropri-
ate discount rate for climate change analysis. The normative
or ethical perspective (called the prescriptive approach in this
chapter) begins with the question, “How (ethically) should
impacts on future generations be valued?” The positive per-
spective, called here the descriptive approach, begins by ask-

ing, “What choices involving trade-offs across time do people
actually make?” and, “To what extent will investments made
to reduce greenhouse gas emissions displace investments else-
where?”

The prescriptive approach tends to generate relatively low
discount rates and thus favours relatively more spending on
climate change mitigation. The descriptive approach tends to
generate somewhat higher discount rates and thus favours rel-
atively less spending on climate change mitigation.

Although economists support the concept of discounting
for climate change analysis, they continue to debate which of
the two approaches is correct, and the parameters to be used in
calculating the rate. These choices in turn significantly affect
the conclusions of the analysis.
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4.1 Introduction

The discount rate allows economic effects occurring at differ-
ent times to be compared. Discounting converts cach future
dollar amount associated with a project into the equivalent
present dollar amount. The discount rate is generally positive
because resources invested today can be transformed into, on
average, more resources later; this holds for investments in
both physical capital (c.g., machines) and human capital (e.g.,
cducation).

Greenhouse gas control programmes may be viewed as an
investment: Money is spent today to reduce the costs of cli-
mate change tomorrow. If the real rate of return on investment
in greenhouse gas controls exceeds the rate of return on in-
vestment in machines or education. then future generations
would be better oflif less were invested today in machines
and education and more in controlling greenhouse gas emis-
sions. The converse also holds, provided that the money is
spent on investment rather than consumption.

Because of the very long times involved in climate change
decisions, the choice of a discount rate powerfully affects the
net present value of alternative policies. and thus the policy
rccommendations that emerge from climate change analysis.!

The benefits of greenhouse gas abatement accrue decades
or even centuries in the future. For this reason, use of a high
discount rate results in a low present value ol actions that
slow climate change. For example, at a discount rate of 7%
annually (as is commonly used in short-horizon project analy-
sis). damages of $1 billion 50 years hence have a present
value of only [$1 x 10”)/[1.07°"} = $33.9 million: the same
damages 200 ycars henee have a present value of only $1300.
Thus the use of too high a discount rate will result in too little
value placed on avoiding climate change and too little invest-
ment in climate change programmes. Conversely. applying too
low a discount rate to climate change programmes will result

in too much investment in them and crowd out better uses of

the resources.

Determining the appropriate discount rate involves issues
in normative as well as positive cconomics. These two per-
spectives raise very different questions. From a normative or
cthical perspective, the key question might be: “How (ethi-
cally) should impacts on future gencrations be valued?”” From
a positive perspective. the appropriate question might be: “To
what extent will investments made to reduce greenhouse gas
cmissions displace investments elsewhere?”

The debate is often confusing, in part because three sepa-

rate issues are being addressed: how to discount the welfare or

utility of future generattons, how to discount future dollars,
and how to discount future pollution. Further, the argument

often combines questions of efficiency and questions of

cthics. Although cconomists can make no special claim to
professional expertise in questions of ethics, they have devel-
oped rigorous methods for analyzing the implications of ethi-
cal judgments.

Climate policy raises particular questions of equity among
aenerations, as future generations are not able to intluence di-

rectly the policies being chosen today that will aftect their

well-being (Mishan, 19752 Broome, 1992). Moreover, it may
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not be possible to compensate future generations for reduc-
tions in well-being caused by current policies, and, even if
feasible, such compensation may not actually occur.”

4.1.1 Areas of agreement and disagreement

Economists are in general agreement that cost-benefit analy-
sis, including discounting, is useful in examining policies
with long or complex time paths, or policies whose effects
extend across generations (see, for example, Layard, 1976;
Cline, 1992; Lyon, 1994). At the same time, cost-benefit
analysis, and the techniques that go with it, including dis-
counting, focus on economic efficiency, and therefore have
limitations as a guide to policy.?

The trade-off between consumption today and consump-
tion in the future raises two central questions: first, how to
think about this trade-off; second, what numerical value to at-
tach to it. Many economists subscribe to a general framework
that focusses on the social marginal utility of consumption to-
day compared with consumption in the future. In this frame-
work, the discount rate can be expressed as:

d=p+ g (4.1)

where d is the discount rate, p is the rate of pure time prefer-
ence (also called the utility discount rate, a measure of the dif-
ference in importance attached to utility today versus utility in
the future),? 6 is the absolute value of the elasticity of mar-
ginal utility (a measure of the relative effect of a change in
income on welfare), and g is the growth rate of per capita
consumption. Equation 4.1 provides a way to think about
discounting that subsumes many related subtopics, including
treatment of risk, valuing of nonmarket goods, and treatment
of intergenerational equity.

This equation sets out explicitly the two reasons for dis-
counting future consumption: either (1) one cares less about
tomorrow’s consumer than today’s, or about one’s own wel-
fare tomorrow than today (reflected in the first term. p): or
else (2) one believes tomorrow’s consumer will be better oft
than today’s (reflected in the second term, 6g). For a discus-
sion of the derivation of equation 4.1, see Annex 4A.

Economists are in general agreement about several empiri-
cal issues that affect the discount rate, including the range of
returns to investment, and the average interest rates earned
and paid by consumers.

There is also a general consensus about certain basic prin-
ciples of discount rate analysis. Most economists believe that
considerations of risk can be treated by converting outcomes
into certainty equivalents, amounts that reflect the degree
of risk in an investment.’ and discounting these certainty
cquivalents. There is general agreement that in evaluating
competing projects. all spending, including investment. is 1o
be converted into consumption equivalents first. then dis-
counted (Arrow and Kurz. 1970: Lind er «/., 1982). Environ-
mental impacts may be incorporated by converting them to
consumption equivalents. then discounting. Many pcople ex-
pect the relative price of environmental goods to increase over
time. which would have consequences equivalent to adopting
a lower discount rate for such goods at unchanged prices.
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However, given appropriate estimates of relative prices, there
is no reason to explicitly modify the discount rate for environ-
mental goods (see Annex 4A). In addition, economists gener-
ally believe that future generations could be compensated for
some loss of environmental amenitics by offsetting accumula-
tions of capital.¢

Economists disagree, however, about several other issues
that affect the choice of a discount rate, including key parame-
ters such as the likely rate of future per capita economic
growth and the changing relative scarcity of environmental
goods. These calculations require economic judgments about
the degree of economic efficiency reflected in market out-
comes, the extent of constraints on policy, and the proper ap-
proach to distributional concerns. Disagreements on these
points drive the differences in conclusions about the discount
rate.

The next section presents the two most prominent ap-
proaches to discounting for climate change analysis, together
with the reasons for their differing conclusions. The two
approaches start from very different places. What is called
below the prescriptive approach begins with ethical con-
siderations. What is called the descriptive approach, on the
other hand, begins with evidence trom decisions that people
and governments actually make.”

4.2 Prescriptive Approach

The prescriptive approach, which is usually associated with a
relatively low discount rate, begins with a social welfare func-
tion (an algebraic formulation that “adds up” the consumption
of different individuals, yielding a measure of the well-being
of society as a whole) constructed from ethical principles.
Those who hold the prescriptive view typically argue that
market interest rates often provide a poor indicator of the mar-
ginal trade-offs to society, because of market impertections
and suboptimal tax (and sometimes expenditure) policy, and
because of constraints on policy. especially the difficulty in
making transfers to future generations.

In the absence of such limitations, the social marginal util-
ity of consumption would be the same at each point in time,
and the social marginal rate of substitution between consump-
tion today and consumption tomorrow would equal the mar-
ket rate of interest. In the presence of such limitations, the
social marginal rate of substitution will in general differ from
market rates of interest.

Some advocates of the prescriptive approach use the term
social rate of time preference (SRTP) to refer to the discount
rate they derive. In this chapter, the term SRTP will be re-
served for the discount rate derived from the prescriptive ap-
proach. Using this new expression. equation (4.1) is

SRTP=p+ 6g

The first term. p. reflects discounting of the utility of future
generations. This term is sometimes said to represent dis-
counting for impatience or myopia: alternatively, it may rep-
resent discounting for empathetic distance (because we may
feel greater aftinity for generations closer to us). See Annex
4A.3 for more discussion on the pure rate ol time preference.
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The second term, fg, rellects discounting for rising con-
sumption (or consumption cquivalents). If per capita con-
sumption is growing at ratc g, then an extra unit of consump-
tion in the next period should be discounted by the term fg to
take account of the lower marginal utility of consumption at
higher consumption levels. Even if present and future genera-
tions are given equal weight, so that pure time preference is
zero (p = 0), future consumption would still be discounted if
later generations are expected to be better off; in this case, an
extra unit of consumption would not be worth as much in the
future as it is today. For examplc. if technical change contin-
ues at the pace of the last century, with productivity and living
standards doubling about every thirty years, then this high
value of g would push up the SRTP. This means that an addi-
tional unit of consumption by future generations, who would
be much richer than we are, would count much less than an
additional unit of consumption today.®

The SRTP approach values the total change in consump-
tion at each date, not just the direct outputs of the project.
Where mitigation projects displace other investment, future
consumption must be reduced by the consumption that the
displaced investment projects would have generated. (This
requires an explicit analysis of the project’s effects on con-
sumption and investment.) The SRTP is then applied to net
consumption. In effect, all results are converted to their con-
sumption equivalents, then discounted at the SRTP.

The prescriptive approach arrives at the following conclu-
sions:

(1) It is appropriate to apply a discount rate to public and
private investment, including regulatory decisions. This
discount rate should be derived from ethical considera-
tions, reflecting society’s views concerning trade-offs of
consumption across generations.

(2)  Because of practical limits on the feasibility of intergen-
erational transfers, and in the absence of optimal tax
policy.” the SRTP will in general fall below the producer
rate of interest.

(3) The cost of a greenhouse mitigation project must in-
clude the forgone benefits of other competing invest-
ments not undertaken. This means that costs should be
adjusted for the shadow price of capital, the present
value of the future consumption yielded by a unit of
capital. If a mitigation project would displace private in-
vestment, and returns to both projects accrue to the
same generations, then it is appropriate to use the op-
portunity cost of capital — the return that the private in-
vestor would have received from the forgone capital
investment. Only after doing this will it be appropriate
to use the social rate of time preference to discount con-
sumption.

4.2.1 Discount rate estimates — Prescriptive approach

If the pure rate of time preference (p) is zero. then high rates of
productivity increase (and thus high g). of the order of 1.5%.
plus high (absolute) values of the clasticity of marginal utility
() imply a social discount rate ol about 3% . With low rates
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of productivity increase, of the order of 0.5%, and low (ab-
solute) values of the clasticity of marginal utility, the social
discount rate is of the order of 0.5%. In a gloomy scenario, in
which future output and consumption decline, then ¢ and thus
the SRTP may be negative (Munasinghe, 1993). Also. the dis-
count rate necd not be constant over time even if p and 6 are
constant, since g need not be constant,

The economic literature on global warming has used a
range of discount rates. To follow the approach suggested by
Cline (1992}, with a zero rate of pure time preference (p), and
using the central case consumption growth rate of 1.6% per
capita from the IPCC scenarios (IPCC, 1992), multiplied by
an elasticity of marginal utility (8) of 1.5, gives an SRTP of
2.4%. If, instead, it is assumed that per capita growth is only
19 (perhaps because of slower growth after 100 years), or if
6 = 1, then the SRTP becomes 1.5%. After taking account of
the share of resources coming out of capital (20% economy-
wide versus 80% out of consumption) and taking into account
the opportunity cost of displaced capital and depreciation, the
effective discount rate becomes 2 to 3%..

A higher SRTP may apply to developing countries with
higher rates of productivity growth. If labour productivity in-
creases by 5-8% per year, as experienced by the high-growth
countries of Asia, and with an elasticity of marginal utility of
2, discount rates of the order of 10 to 16% could be justified.
Similarly, low-income countrics close to subsistence levels
could have high clasticities of marginal utility (this assumes
a rapid fall-oft of marginal utility from the extremely high
initial levels associated with privation), so that their SRTPs
could be high even if they were experiencing slow growth
over long periods. These distinctions imply that developing
countries may be less willing than industrialized countries to
assume abatement costs now in anticipation of climate change
benefits later. !

These discount rates apply to consumption only. They can
be used only aflter the forgone benetits of other investments
not made (i.c.. the opportunity costs) have been included in
the costs of the programme. If the forgone investments would
have produced a high return, then caleulated output and future
consumption will suffer. making the mitigation programime
relatively less attractive.

Critics of the presceriptive approach note that the opportu-
nity cost of capital (the market rate of return) usually exceeds
the SRTP. This suggests that society should not make deci-
sions on the basis of a 2% discount rate. because in doing
s0 we would be forgoing better alternative investments. Pre-
seriptionists argue that the SRTP does not equal the market rate
of interest because important alternatives are not feasible - in
particular, because society cannot set aside investments over
the next three centuries. carmarking the proceeds for the
eventual compensation of those adversely affected by global
warming. Accordingly, if the SRTP is [ to 2%. a climate
change investment returning 2% is better than no investment
at all. Critics of the prescriptive approach also point out that a

discount rate of 2% ix glaringly inconsistent with observed
behaviour (c.g. government spending on education or re-

scarch, or development assistance by donor countries). To
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this, prescriptionists reply that just because the government
fails to allocate resources in one area on the basis of ethical
considerations, that is no reason to insist that decisions in other
areas be consistent with that initial decision.

4.3 Descriptive Approach

The other widely employed approach focusses on the (risk-
adjusted) opportunity cost of capital. Most global warming
optimization models (e.g., Nordhaus, 1994; Peck and Teis-
berg, 1992; Manne ¢t al., 1993) rely on the descriptive ap-
proach, which rests on three arguments:

(1) Mitigation expenditures displace other forms of invest-
ment. Advocates of the descriptive approach advise de-
cision makers to choose the action that leads to the
greatest total consumption (Nordhaus, 1994).12

(2) 1f the return on mitigation investments lies below that of
other investments, then choosing other investments
would make current and future generations better off,
Transfers to future generations, if necessary, are to be
considered separately.

(3) The appropriate social welfare function to use for in-
tertemporal choices is revealed by society’s actuul
choices (hence the name, descriptive approach). Believ-
ing that no justification exists for choosing an SWF
different from what decision makers actually use, ad-
vocates of the descriptive approach generally call for in-
ferring the social discount rate from current rates of
return and growth rates (Manne, 1994).

Critics have questioned all three arguments."?

4.3.1 Formulation of the descriptive approach

The descriptive approach looks at investments in the real
world, and sets the discount rate accordingly. The descriptive
approach implicitly aims to maximize the economic resources
available to future generations, allowing them to decide how
to use these resources. Nordhaus (1994), Lind (1994), Bird-
sall and Steer (1993), Lyon (1994), and Manne (1994), among
others. have all stressed the importance of the opportunity
cost of capital, noting that even apparently small differences
in rate of return result in large differences in long-run results.
Over 100 years. an investment at 5% returns 18 times more
than one at 2%. Thus, where some redistribution of future re-
turns is possible, society would be foolish to forgo a 5% re-
turn for a 2% return.

Birdsall and Steer of the World Bank (1993) explain the
need to direct investment to the most productive uses, warn-
ing against use of too low a discount rate:

We feel that meeting the needs of future generations will
only be possible if investable resources are channelled w
projects and programmes with the highest environmental.
social, and economic rates of return. This is much less
likely to happen if the discount rate is set significantls
lower than the cost of capital.™
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Wildavsky (1988) explains the point in the context of health
and safety regulations:

Insofar as we today should consider the welfare of future
generations, our duty lies not in leaving them exactly the
social and environmental life we think they ought to have,
but rather in making it possible for them to inherit a cli-
mate of open choices — that is, in leaving behind a larger
level of general fluid resources to be redirected as they, not
we, see fit.

To advocates of the prescriptionist approach who claim
that on ethical grounds, it is difficult to support a rate of pure
time preference much above zero (Cline, 1992), advocates of
the descriptive approach point to actual behaviour of individ-
vals and nations. For example, development assistance bud-
gets for the OECD countries average about 0.25% of GDP —
certainly inconsistent with the ethical arguments used to jus-
1ify the assumption that p = 0.13

Further, as Manne (1994) demonstrates, a low SRTP im-
plies a high rate of investment: A discount rate of 2% implies
far more investment than actually occurs in any country now,
and thus would require a big jump in savings rates to finance. !
But tax policy in most OECD countries significantly de-
presses investment, which raises the return to investment at
the margin, and is therefore inconsistent with a low SRTP.
What conclusion to draw from this evidence depends on
whether tax policy is viewed as a constraint or as the result of
optimizing an SWE. Most advocates of the descriptive ap-
proach hold the latter view. Descriptionists also emphasize
that in the presence of multiple departures from perfect com-
petition, the piecemeal fix proposed in the prescriptive ap-
proach may make matters worse rather than better.

Advocates of the descriptive approach have debated
whether to use the producer interest rate 7 (the private rate of
transformation between investment today and investment in
the future), the consumer interest rate r (equal to the producer
rate after taxes), or something in between. The choice de-
pends in large part on the degree of distortion introduced in
the tax system.

The rate of return on corporate capital, equities, and even
bonds can be thought of as including a risk premium for vari-
ous uncertainties, including the risk of inflation. The very low
return on short-term government bonds has the lowest risk
component and, some would argue. is closer to the risk-ad-
justed rate we are seeking.

4.3.2 Returns to investment and discount rate estimates —
Descriptive approach

A review of World Bank projects estimated a real rate of re-
turn of 16% at project completion: one study found returns of
26% for primary education in developing countries. Even in
the OECD countries. equities have yielded over 5% (after cor-
porate and other taxes) for many decades, which is compara-
ble to a pretax rate of at least 7% (see Table 4.1).7 Note that
although average rates of return are observed. decisions are
based on marginal rates of return.

Table 4.1. Estimated returns on financial assets and direct
investment

Asset Period Real return (%)
High-income industrial
countries
Equities 1960-84 (a) 54
Bonds 1960-84 (a) 1.6
Nonresidential capital 1975-90 (b) 15.1
Gouvt. short-term bonds 1960-90 (¢) 0.3
U.S.
Equities 1925-92 (a) 6.5
All private

capital, pretax 1963-85 (d) 5.7
Corporate capital,

posttax 1963-85 (e) 5.7
Real estate 1960-84 (a) 5.5
Farmland 1947-84 (a) 5.5
Treasury bills 1926-86 (c) 03
Developing countries
Primary education various (f) 26
Higher education various (f) 13

Sources: Quoted in Nordhaus, 1994: (a) Ibbotson and Brinson, 1987.
updated by Nordhaus, 1994; (b) UNDP, 1992, Table 4, results for
G-7 countries; (¢) Cline, 1992; (d) Stockfisch, 1982; (e) Brainard es
al., 1991: (f) Psacharopoulos. 1985.

4.4 Conflicts Between the Two Approaches

Much of the disagreement between the prescriptionist and de-
scriptionist views turns on the question of compensation
among generations. The descriptive approach assumes com-
pensation from one generation to another for any loss of envi-
ronmental amenities, implicitly leaving unanswered whether
compensation is likely to occur.’ The prescriptionist view im-
plies not only that transfers to futurc generations are con-
strained, but that climate change policies are the only way (o
make these transfers (Manne. 1994). The descriptionist view
argues for choosing the path that maximizes consumption.
making transfers among generations separately out of the
larger present value of consumption. The alternative — over-
riding market prices on ethical grounds — opens the door to ir-
reconcilable inconsistencies. If cthical arguments, rather than
the revealed preferences of citizens, form the rationale for a
low discount rate, cannot cthical arguments be applied to
other questions? If it is argued. on cthical grounds, that it is
unethical to pay rents (royalties) to oil companies, does that
mean that cost-benefit calculations should use $2 for the price
of oil (Nordhaus, 1994)?

4.5 Conclusion: What Can Discounting Contribute
to Climate Change Analysis?

The prescriptive approach can be interpreted as doing as
much as is cconomically justified to reduce the risk of climate
change: the descriptive approach can be interpreted as maxi-
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BOX 4.1: EXAMPLE OF PROJECT
EVALUATION USING PRESCRIPTIVE AND
DESCRIPTIVE APPROACHES

Suppose a greenhouse mitigation project is under consid-
cration. If undertaken now, it will cost $1 million. If not
undertaken, a new sca wall might be required in year 50,
costing $10 million. If it is necessary, building a sea wall
would avoid damages of $1 million per year.

Capital cost $1 million

Time until damages begin 50 years
Cost of sca wall, year 50 $10m
Avoided damages, years 50, 51, 52,53, ... $1 m/yr
Opportunity cost of capital 5%

The decision maker has four options:

(a) Do nothing (year ), do nothing (year 50)

(b) Do nothing (0), build sea wall if necessary (50)
(¢) Mitigation project (0), do nothing (50)

(d) Other investment (0), build sea wall if necessary (50)

The stream of benefits is as follows:

Option (year) 0 ce S0 51 52
(a) 0o ... 0 0 0
(b) 0 -10 1.0 1.0
(c) -1 1.0 1.0 1.0
(d) -1 1.5 1.0 1.0
-10
=1.5

At discount rates below 10%, option (b) dominates option
(a) — if the sea level rises, it is better to build the sea wall
than do nothing. Option (d) dominates option (c), as invest-
ing the $1 million in year O at 5% yields $11.5 million in
year 50, enough to build the sea wail with $1.5 million left
over. Thus, the descriptive approach would point to option
(d) or (b). But option (d) may be institutionally infeasible,
as there may be no way to put aside $1 million today and
leave it untouched for 50 years as a Fund for Future Green-
house Victims. If (d) is infeasible, as advocates of the pre-
scriptive approach might suggest. then the decision maker
must choose between (b) and (¢). In summary, then. de-
scriptionists would choose between (b) and (d)., whereas
prescriptionists would choose between (b) and (¢). In ei-
ther case. the choice will depend on the value attached to
the consumption between years | and 49, which depends
on the consumption rate of discount.

mizing the economic resources available for future genera-
tions and allowing them to decide how to use the resources.
Both include the opportunity cost of capital — directly in the
case of the descriptive approach. indirectly in the case of the
prescriptive approach, which takes account of the full impact
on consumption and. thus, of the cost of any displaced invest-
ment (sce example of project evatuation in Box <. 1). The pre-
seriptive approach tooks at the risk-adjusted marginal return
to capital. which may be considerably tower than observed
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average rates of return to capital. Refinements to the descrip-
tive approach would take into account limitations on inter-
generational transfers, including the absence of lump sum re-
distributive taxes.

The discount rate is particularly important in climate
change analysis. Because of the very long times involved in
climate change decisions, the choice of a discount rate power-
fully affects the net present value of alternative policies, and
thus the policy recommendations that emerge from climate
change analysis.

The prescriptive approach tends to generate relatively low
discount rates and thus favours relatively more spending on
climate change mitigation. The descriptive approach tends to
generate somewhat higher discount rates and thus favours rel-
atively less spending on climate change mitigation.

Although economists support the use of discounting for
climate change analysis, they continue to debate which of the
two approaches is correct, and the parameters to be used in
calculating the rate. These choices in turn significantly affect
the conclusions of the analysis.

Annex 4A: Methodological Notes on Discounting

4A.1 Intertemporal maximization of well-being

In an influential series of articles, Koopmans (1960) con-
ducted a series of thought experiments on intertemporal choice
to see the implications of alternative sets of ethical assump-
tions in plausible worlds. He suggested that we can have no
direct intuition about the validity of discounting future well-
being, unless we know something concrete about feasible de-
velopment paths.

Koopmans considered the set of feasible consumption
paths (from the present to the indefinite future) and the corre-
sponding set of welfare or “well-being” paths. These paths
could then be ordered to select the optimum path of well-
being, according to the criterion:

-—

T =0

W(c ) e *dt (4A.1)
with p > 0, where W is welfare, and ¢, is consumption at time .
Correspondingly, the discount rate for the time path of con-
sumption is:

i,=i(c,)=p+ 0c,)|[dc,/dt ]/, (4A.2)

where 6(c,) is the elasticity of marginal well-being, or mar-
ginal utility, at time ¢ (Arrow and Kurz, 1970). (Note that
whereas the main text treats this term as a constant. it is ex-
plicitly considered to vary with the level of consumption in
the treatment here.) Along a full optimum path, the consump-
tion rate of discount equals the productivity of capital (i.c.. the
social rate of return on investment; in this case. /, equals the
producer rate of interest). This is the Ramsey Rule (Ramsey.
1928).

A convenient form of W is one giving a constant elasticity
of marginal utility. such as:

Wie)=¢ Y (+A3

—_——__4
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As discussed in the text, the greater the rate of pure time
preference (p), the lower the weight accorded to future gen-
erations’ well-being relative to that of the present genera-
tion. Mirrlees’ (1967) computations introduced this possibility
{p>0) as a way of countering the advantages to be enjoyed
by future generations should the productivity of capital and
technological progress prove to be powerful engines of
growth.

Ahigher value of § means greater emphasis on intergenera-
tional equity. As 68— oo, the well-being function in (4A.1) re-
sembles more and more the Rawlsian max-min principle; in
the limit, optimal growth is zero.

In (4A.3), W(c) has no minimum value. If p = 0, this en-
sures that very low future consumption rates would signifi-
cantly affect aggregate intertemporal welfare. On the other
hand, if p were positive, low rates of consumption by genera-
tions sufficiently far in the future would not be penalized by
the optimal path criterion in (4A.1). This means that unless the
economy is sufficiently productive, optimal consumption will
tend to zero in the very long run. Dasgupta and Heal (1974)
and Solow (1974a) showed in a model economy with ex-
haustible resources that optimal consumption declines to zero
in the very long run if p > 0 and in the absence of technical
change, but that it increases to infinity if p=0.

It is in such examples that notions of sustainable develop-
ment can offer some analytical guidance. If by sustainable de-
velopment we mean that the chosen consumption path should
never fall short of some stipulated positive level, then it fol-
lows that the value of p would need to be adjusted downward
in a suitable manner to ensure that the optimal consumption
path meets the requirement. This was the substance of
Solow’s remark (see Solow, 1974b) that in the economies of
exhaustible resources the choice of p can be a matter of con-
siderable moment.

So far an assumption underlying this discussion has been
that well-being or utility has not been bounded. If we impose
bounds on well-being, other results obtain, because of the
mathematical properties of the space of bounded sequences.
For such sequences present value calculations are not rich
enough to capture all the subtleties of evaluation of a util-
ity stream. Instead, one must add another term to the pres-
ent value. This second term will in general have the form
of a long-term average. It could be approximated by mini-
mum requirements for the long-run stocks of environmental
resources. This formulation attempts to account for both
basic levels of human needs and limitations on total re-
sources.

4A.2 Consumption versus investinent discount rate

Sandmo and Dreze (1971) address the choice of the correct
rate of discount to use in the public sector when there are dis-
tortions in the economy, for example, in the form of taxes,
which prevent the equalization of marginal rates of substitu-
tion and transformation in the private sector. Under certain
assumptions. the corporate tax drives a wedge between
the marginal rate of time preference of consumers and the
marginal rate of transformation in private firms.
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They find that for a closed economy:

t+r<I+i<1+{r/]-1)] (4A.4)

where 7 is the consumer interest rate. ¢ is the tax rate, and / is
the public sector’s discount rate. This rate should thus be a
weighted average of the rate facing consumers and the tax-
distorted rate used by firms. Since 1 + r measures the mar-
ginal opportunity cost of transferring a unit of resources from
private consumption, and since I+/r/1—t)] is the measurc
for transfers from private investment, a unit of resources
transferred from the private to the public sector should be val-
ued according to how much of it comes out of consumption
and how much out of investment.!”

The general idea of the prescriptive approach is to calcu-
late impacts on consumption and to find the appropriate dis-
count factor for discounting those changes. We are, in effect.
taking consumption as our standard of measure. This is con-
venient and natural, but there are other ways of performing
the calculations. using other measures. If these other measures
are used, relative prices over time (discount factors) will dif-
fer from those associated with the consumption measure.

By the same token, if, for example, systematic relation-
ships exist between the outputs and inputs of a project and the
total changes in consumption they induce, and if consumption
changes over time, then instead of discounting total consump-
tion impacts at the SRTP, one could calculate the direct im-
pacts using another discount factor. The discussion above of
the Sandmo-Dreze formulation is a case in point. These alter-
natives do not provide prescriptions. only alternative formulas
for arriving at the same point.

The discrepancy between public evaluation of a marginal
dollar to future generations and individuals’ own intertempo-
ral evaluations can arise even in the case of very simple social
welfare functions. Thus, assume that there is a utilitarian
social welfare function, which simply adds up the utility of
successive generations, and for simplicity, assume ecach gen-
eration lives for only two periods. The 17 generation’s utility
is represented by a utility function of the form:

UI(C.II' ¢! (4A.5)

r+1)

where the first argument refers to consumption during the first
period of the individual’s life, the second to consumption dur-
ing the second period. Then observed market rates of interest
refer to how individuals are willing to trade off consumption
over their own life. These may or may not bear a close corre-
spondence to how society is willing to trade off consumption
across generations. The former (the investment discount rate)
corresponds to U',/U'. whereas the latter (the consumption
discount rate) corresponds to UI’*’/U’I.

If the government has engaged in optimal intertemporal re-
distribution and does not face constraints in imposing lump
sum (i.e., nondistorting) taxes on each generation. then the
two discount rates will be the same and equal to the marginal
rate of transformation (in production, i.e., the return to in-
vestment). But whenever either of these conditions is not
satisfied. then market rates of interest facing consumers
(measuring their own marginal rates of substitution) need bear
no close relationship to society’s marginal rate of substitution
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across generations. Diamond and Mirrlees (1971) show that if
the only reason for the discrepancy between producer and
consumer interest rates is optimally determined commodity
taxes, and there are no after-tax profits, possibly because there
is a 100% pure profits tax, then the government should use the
producer rate of interest. Stiglitz and Dasgupta (1971) have
shown that this result does not hold if cither of these assump-
tions is dropped.

Under certain circumstances (in particular, the existence of
optimal intergenerational lump sum transfers), asymptotically
the producer rate of interest will equal the pure rate of time
preference of society. More generally, when the government
must resort to distortionary taxes, not only is this not true, but
the rates of discount employed may reflect distributional con-
siderations (sce Stiglitz, 1985).

4A.3 The social rate of time preference

As stated in the main text, the social rate of time preference
(SRTP) is composed of pure time preference (p) and a dis-
count rate that takes into account falling marginal utility as
the level of consumption rises (6g); or SRTP = p + 6.

Pure time preference. The carliest economics literature, in
addressing these issues, argued that the appropriate value of p
was zero (Ramsey, 1928). Ramsey based his argument on the
cthical presumption that all individuals, including those living
in different generations, should be valued the same. The argu-
ment since then has advanced only slightly. Some have argued
that the discount rate should be adjusted for the probability of
extinction. Plausible estimates of this effect would add very
little to the discount rate. Others have pointed out that a posi-
tive discount rate 1s needed for acceptable optimization re-
sults: In the absence of a discount factor, the sum of future
utilities may be infinite. so that the mathematics of maximiz-
ing a social welture function are ill-defined. Because even a
very small positive discount rate, however, would resolve the
mathematical issue. this objection has little practical moment.

In a society in which income levels are not expected to rise.
impatience may still cause a houschold (or the present genera-
tion) to discount the future (generation). that is, to prefer con-
sumption today to consumption tomorrow: in discounting
terms, this means cquating a smaller amount of consumption
today with a larger amount in the future. In his classic paper
on optimal saving, Ramsey (1928) judged that any allowance
for pure time preference (p > ) “is ethically indefensible and
arises merely from the weakness of the imagination.”™ Corre-
spondingly, he argued that future generations should have
cqual standing with the current generation: there was no
moral or ethical basis for giving less weight to the welfare of
future generations than to that of the current generation,

For an individual. some nonzero value of pure time prefer-
ence can make sense, because he or she has a finite life and
thus uncertainty about being alive to enjoy future consump-
tion. Nonetheless, tor a life span of 70 years. pure time prefer-
ence at even 1% per annum implies that consumption at the
cnd of life is worth only half that at the beginning. Evidence
also suggests that individuals™ discount rates may change over
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time, with lower discount rates being used for longer time
horizons.

Considerations for society as a whole are different. The so-
cial welfare function approach asks: If society values different
generations in a particular way (reflected in the social welfare
function), how should changes in consumption in different
generations be compared? Ramsey’s analysis focussed on the
ethical presumption that consumption by all generations
should have equal value. But this does not exclude the possi-
bility that, as a matter of description, the current generation
gives less value to consumption of future generations.

Diminishing marginal utiliry. The second term on the right
side of equation (4.1) (8g) raises two questions. First, what
are reasonable expectations concerning increases in per capita
income (growth rate g in the equation)? Second, how should
intertemporal ditferences in expected consumption per capita
be translated into social weights, that is, marginal valuations
of dollars of future income? This second question refers to the
parameter 6, the elasticity of marginal utility, which tells how
rapidly the additional utility from an extra unit of consump-
tion drops off as consumption rises.

No consensus on the first question has emerged. Although
no consensus has emerged on the answer to the second ques-
tion, there is a generally accepted method for approaching the
issue. The evaluation of any individual’s consumption can be
summarized by a utility function of the form U = U(c¢) where
the parentheses indicate that U, utility, is a function of ¢, per
capita consumption. Marginal utility is positive (U'(c) > 0).
but declines as consumption rises (U"(c) < 0). A new shirt, for
example, benefits a pauper more than a prince. That is why if
consumption of some future generation is higher, the marginal
valuation of its consumption will be lower. The question is.
how much lower? Formally, the answer is given by the elas-
ticity of marginal utility (8) or:

[dU' /U [/l dc/e].

Individuals in their day-to-day decision making reveal in-
formation about their perceptions concerning their own utility
functions in at least two different contexts: behaviour towards
risk and behaviour towards intertemporal allocation of con-
sumption. In both contexts. there seems to be a consensus that
elasticities of marginal utilities lie in the range of 1 to 2. even
though the empirical studies require strong assumptions about
the specific form of the utility function (symmetric and time
separable). Thus, one of the most commonly used utility func-
tions. the lfogarithmic. implies § = 1, meaning that if income
rises by 1% the marginal utility of consumption falls by 1¢%.
Attempts by Fellner (1967) and Scott (1989) to estimate this
elasticity place it somewhat higher. at 1.5, whereas recent es-
timates reviewed by Pearce and Ulph (1994) place it in the
vicinity of 0.8.

Just as the choice of the rate of pure time preference (p) has
important implications for intergenerational equity, as dis-
cussed above. so does the choice of the elasticity of marginal
utility. The more weight the society gives to equity between
generations, the higher the value of 6. Thus. a value of. say. 3
would mean that it would require a 30% rise in the next gener-
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ation’s per capita consumption to warrant a 10% reduction in
that of the present generation: or, under a bleaker outlook, that
if the future generation is expected to be poorer than the pre-
sent, the present would be prepared to accept a 30% reduction
in consumption to secure a 10% increase in that of the future
generation (so long as the two relative consumption levels did
not reverse). Even 6 = | gives some emphasis to equity, how-
ever. When 8 =1, a 10% reduction in the richer generation’s
income will be an acceptable trade-off for a 10% increase in
that of the poorer generation, even though the absolute reduc-
tion of the one exceeds the absolute increase of the other (be-
cause the absolute consumption base of the one is larger than
that of the other).

Risk. Utility may also be discounted for risk. The standard
treatment of risk in models involving impacts over a single
individual’s life is not to raise the discount rate for riskier
projects, but instead to convert probabilistic consumption
patterns into their certainty equivalents and then discount the
results at the standard rate. The same should be true for the
pure time preference component of the SRTP when discount-
ing across generations. This component should remain un-
changed with respect to risk, and the influence of risk should
instead be incorporated in the stream of expected consump-
tion effects.

There would seem to be an argument for varying the
growth-based component of the SRTP with respect to risk,
however. If there is uncertainty about the rate of per capita in-
come growth, g, then consider the effect on the component g
in the SRTP. Suppose two scenarios cach have 50% probabil-
ity: per capita income growth of 1% and per capita growth of
2%. There will be two resulting possible streams of marginal
utility over time. The stream of expected value of marginal
utility will be the average of these two streams. But if mar-
ginal utility is a convex function of consumption, this average
will be greater than the stream of marginal utility generated
by considering the simple average growth rate over time,
1.5%. That is, with diminishing marginal utility. at any point
in time marginal utility along the path for 1.5% growth will be
closer to that of the 2% growth path than to that of the 1%
growth path. Correspondingly. the expected marginal utility
path lying halfway between the two scenarios will coincide
with the marginal utility stream for a growth rate closer to 1%
than to 2%. Essentially, the ecxpected value of marginal utility
is greater than the marginal utility of expected income. On
this basis, there would be grounds for reducing the growth-
based component of the SRTP under circumstances of risk.
Because the risk in predicting per capita growth on centuries-
scale horizons is high, this consideration is particularly rele-
vant for the problem of global warming.

Other arguments. Empathetic distance provides another
rationale for discounting. Rothenberg (1993) and Schelling
(1993) have suggested that although nonzero pure time pref-
erence might make sense for an initial two or three decades.
beyond a certain future point it makes no sense to apply fur-
ther discounting of consumption for pure time preference.
Thus. "as the future recedes . . . single generations come to be
perceived more and more as homogencous entities™ (Rothen-
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berg). Similarly, “time may serve as a kind of measure of dis-
tance. . . . Beyond certain distances there may be no further
depreciation for time. culture, geography, race, or kinship™
(Schelling). A graph of the fraction of face value accorded to
each successive generation (for constant real consumption)
would thus be a series of declining, successively shallower
steps that eventually reach a horizontal plateau. A deep pla-
teau signifies major discounting for empathetic distance; a hor-
izontal line beginning and remaining at unity is the zero pure
time preference rate across generations recommended by
Ramsey. Policy based on empathetic distance (a shelf lower
than unity) may be more defensible in 2 normative sense when
the action is refraining from conferring a windfall gain (as in
penurious aid budgets) than when it involves the imposition
of windfall damage (as in global warming’s effects on future
generations).

Another argument for nonzero pure time preference is that
setting the rate at zero could imply that the present generation
should accept near-starvation consumption levels and corre-
spondingly low utility because. with even very small returns
on investment, an endless stream of future generations could
enjoy increased consumption and (to a lesser degree) utility as
a result. To some extent, however, this concern is already ad-
dressed in the overall discount rate equation (4.1). As noted.
the first term in that equation discounts utility (pure time pref-
erence), but the second term additionally discounts consump-
tion to take account of falling marginal utility. The present
generation is protected against an optimizing programme set-
ting its consumption near zero if the clasticity of marginal
utility (6) is large enough and marginal utility drops off fast
enough to rule out impoverishment of the present generation
for gains to future generations.

Koopmans (1966) and Mirrlees (1967) have expressed the
concern that zero time preference would imply unacceptably
low levels of current consumption, and even no consumption
under some circumstances. Even positive but very low dis-
count rates might, in the absence of technological progress,
lead to unreasonably high savings rates. (This illustrates a
general problem with models founded on utilitarianism: They
may imply very large sacrifices from one generation or group.)
These models might well be seen as providing arguments that
the rate of time preference is greater than zero, though they do
not go far in specifying its proper magnitude.20

4A.4 The social welfare function

Economists have long debated the equity of discounting dis-
tant future benefits (Ramsey. 1928: Mishan, 1975; Rawls, 1971;
Sen. 1982). The usual approach to issues of equity since Berg-
son (1938) has involved the choice of a social welfare func-
ton, and arguments about the choice among alternative social
welfare functions have turned on the ability to derive a partic-
ular function from sound theoretical principles (seemingly
plausible axioms) and on the resulting reasonableness of its
derived implications.

Although all social welfare functions have been criticized
for assuming mnterpersonal comparability of utility. there seems
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to be no way of addressing the cthical issues involved in mak-
ing decisions affecting different generations without making
some assumptions implicitly or explicitly about interpersonal
comparability. Two polar views are represented by the utilitar-
1an approach, in which social welfare is the sum of utilities,
and the Rawlsian approach, in which social welfare reflects
the welfare of the worst-off individuals. Whereas the utilitar-
ian approach can be derived from what many view as a per-
suasive axiomatic (theoretical) structure (Harsanyi, 1955), the
Rawlsian approach is derived from a “max-min” strategy
{(maximize the minimum outcome for any given party). Al-
though this strategy is popular in game theory, it does not rest
on widely accepted axiomatic principles.

The Rawlsian max-min principle is the strongest in assur-
ing (the least fortunate groups of') future generations levels of
consumption at least as great as that of (the least fortunate
groups of ) the current generation. It 1s consistent with the
Brown-Weiss (1989) approach noted below. The max-min cri-
terion permits inequality in consumption between individuals
(or in this case, between generations) only if it improves the
position of the poorest. In the absence of technical change this
would imply that consumption per head should be the same
for all gencrations. By contrast, the utilitarian criterion allows
future consumption, in principle. to fall below current con-
sumption, provided the current generation is made suffi-
ciently better off as a result. Correspondingly. it also allows
for decrcases in present consumption, provided the future
generation is made sufficiently better oft as o result.

The Rawls and utilitarian social welfare functions can be
viewed as limiting cases of more general social welfare func-
tions embracing social values of equality (Atkinson, 1970;
Rothschild and Suglitz, 1973). In practice. so long as there is
sufficient scope for technological change, optimizing any
cgalitarian social welfare function over time yields increases
in consumption per capita. Morcover, with any of the ap-
proaches, carlier generations are entitled to draw down the
pool of exhaustible resources so long as they add to the stock
of reproducible capital.

Within the individualistic uatilitarian social welfare ap-
proach, there is still the question of the appropriate value of p,
the pure rate of discounting future utility relative to current
utility. Ramsey and others have argued that there exists no
cthical basis for treating different generations differently: thus
p should be zero. The individualistic social welfare function,
accepted by most economists as the basis of ethical judg-
ments, accepts individuals™ own relative valuations of differ-
ent goods. It does not place separate valuations on unequal
access to particular goods. other than through their effects on
the affected individuals. Although this probably represents the
consensus view, some economists have insisted that for par-
ticular goods. individuals™ valuations need not be the basis of
societal valuations. For instance, Tobin (1970). in what he
called specific egatitarianism. argued that socicty might argue
for greater equality in distribution of health care than would
be reflected in individuals™ own evaluations. Most econo-
mists, however, reject this view.

Sen (1982) similarly suggests a basis for not discounting
when environmental effects are in question. He argues that 4
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fundamental right of the future generation may be violated
when the environment is degraded by the present generation.
and that the resulting “oppression” of the future generation is
inappropriate even if that generation is richer than the present
and has a lower marginal utility of consumption. In this
framework, intertemporal equity for environmental questions
requires “arejection of ‘welfarism,” which judges social states
exclusively by their personal welfare characteristics.” It
should be noted that this recommendation leads to paradoxes
and inconsistencies.

4A.5 Departures from “first-best” assumptions

Analysis of optimal tax and expenditure policy occurs in a hy-
pothetical “first-best” world, with complete markets and opti-
mal redistribution policy (i.e., in which redistribution occurs
only through lump sum taxes that do not change relative
prices). In such a world, the discount rate will equal the mar-
ginal product of capital (i.e., the value of the additional output
resulting from an additional unit of investment), which will
equal the interest rate faced by both producers and consumers
(Lind er al., 1982).

Because the real world economy may differ in important
respects from the first-best world, the literature also addresses
departures from the first-best assumptions. Taxes drive a
wedge between 7, what producers pay to borrow, and r, what
consumers receive on their savings. If money for public in-
vestment comes entirely from other investment, then the dis-
count rate should be the producer interest rate i. If the money
comes entirely from consumption, then the discount rate
should be the consumer interest rate r. If the money comes
partly from investment and partly from consumption, then the
appropriate discount rate will fall somewhere between rand i:
the exact answer requires an explicit analysis of how climate
policy affects investment and consumption.

In the general case in which costless intergenerational trans-
fers are not possible, no single discount rate can be applied.
Rather, project-specific discount rates are required. Market
rates are no longer a reliable indicator of the appropriate dis-
count rate. which may be greater than or less than the before-
tax return on investment (Stiglitz, 1982). In this general case.
no theoretical rule connects the discount rate to any observed
market rate. although market rates still contain valuablc infor-
mation that should be used in arriving at a discount rate.

Economists have long recognized that a competitive mur-
ket equilibrium yields a Pareto-efficient outcome under ap-
propriate conditions (perfect competition, no externalitics.
cte.). The distribution of income that it yields, however. does
not in general maximize any particular social welfare func-
tion. It is a well-recognized function of government. there-
tfore. to intervene in the distribution of income, for example.
by establishing programmes for the very poor. Prescriptionists
note that the intertemporal distribution of welfare tha
emerges from the market will not, in general, maximize any
particular social welfare tunction either. Although it is a legit-
imate function of government to intervene to change the inter-
generational distribution of welfare. there is no presumption
that the government has in fact intervened (o make the ob-
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served resource allocations maximize intertemporal social
welfare. Moreover, in the case of climate change, no one gov-
ernment exists to make these decisions.

Prescriptionists emphasize that the market rate of interest —
the relative price of consumption of one generation in one
year of its life to its consumption in another year — will not in
general equal the SRTP. In standard life-cycle models, with
no technological progress and an economy in steady state,
there would be no discounting for society’s purposes: Each
generation is identical, so the marginal utility of consumption
of each is the same. Nonetheless, the market rate of interest
will be positive in any efficient equilibrium under certain
reasonable assumptions about utility functions (such as indi-
vidual impatience and zero bequest motive; Diamond, 1965).
In such models the market rate of interest would thus always
overestimate the SRTP. Under some special conditions, with
governments intervening with nondistorting taxation to opti-
mally redistribute income across generations, observed mar-
ket rates of interest will accord with the SRTP. But these are
highly specialized conditions (see Stiglitz, 1985; Pestieau,
1974). The market rate of interest remains relevant because it
reflects the opportunity cost of capital, which strongly affects
the changes in consumption generated by any change in
policy.

4A.6 Special considerations for discounting in
government projects

A large literature has debated whether, for small changes in
consumption levels, observed rates of interest provide the ap-
propriate basis of trading off government expenditures and
changes in consumption of individuals of different genera-
tions at different dates. In the simplest case, in which there is
no taxation, there are no market distortions, and a single indi-
vidual living forever (or else “dynastic™ utility functions in
which individuals take full account of their descendants’ wel-
fare), society’s intertemporal discount rate will correspond to
that of the representative individual, and his or her trade-offs
across time would be given by the market rate of interest. But
these assumptions are not generally satisfied, as evidenced
by the marked discrepancy between the lower interest rates
on savings typically facing consumers and the higher rates
earned on investments by producers.

Some of the disagreement arises from confusion about
what is being discounted. The social discount rate approach
discounts changes in consumption at different dates. The pro-
ducer interest rate approach discounts direct cash flows from
the project. The two need not be inconsistent.

If a government is comparing two projects of equal cost.
producing a result in the same year. then a comparison of the
rates of return would provide an appropriate basis for choos-
ing among projects. Cline (1992) proposes using a shadow
price of capital set equal to the present discounted value of an
annuity paying equal annual installments over a lifetime of N
vears (set at 15 years for the lifetime of typical capital equip-
ment). with a return of r equal to the rate of return on capital.
and discounted at the SRTP. With plausible ranges for N, »;
and SRTP, the shadow price of capital can range from 2 1o
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over 10 units of consumption cquivalent per unit of capital
(Lyon, 1994).

If a public project were to displace a private project of
equal cost, the same reasoning would imply that the govern-
ment should only undertake the public project if the rate of re-
turn exceeded the rate of return in the private sector (Stiglitz,
1982). More generally, when the government undertakes a
project, complex general equilibrium effects can be expected.
The full consumption effects of these changes (or their con-
sumption equivalents) need to be calculated, and then dis-
counted using the SRTP (Arrow and Kurz, 1970; Feldstein,
1970; Bradford, 1975; Stiglitz, 1982). This approach uses a
shadow price of capital to convert all investment effects into
their consumption equivalents, and then uses the SRTP to dis-
count the resulting stream of consumption equivalents (Lind
et al., 1982; Gramlich, 1990).

For some projects, an adjusted discount factor, the public
sector discount rate, is appropriate. A large literature ad-
dresses how the adjustment is to be made. One approach
emphasizes the effects on consumption versus investment, de-
riving a weighted average of the consumption and investment
rates of return, with weights depending on the respective im-
portance of the sources of finance (Sandmo and Dreze, 1971).

4A.7 The environment and discounting

The essence of social discounting is to convert all effects into
their consumption equivalents at the proper relative prices and
then to discount the resulting stream of consumption equiva-
lents at the social rate of time preference. Incorporating envi-
ronmental effects thus does not change the discount rate itself,
but does require special attention to the proper relattve pricing
of environmental goods over time. Although there is a gener-
ally accepted approach to valuing goods, there is less consen-
sus concerning valuation of environmental impacts. other
than those valued solely for their impacts on the production of
goods.

The question is addressed within the public finance litera-
ture in terms of the valuation of public goods. Assume con-
sumers have utility functions of the form U = U(¢,(G) where G
is some public good (e.g., quality of the environment). Then
marginal rates of substitution between different values of ¢ at
different dates may bear no correspondence to marginal rates
of substitution between different values of G at different
dates. This implies that there is no justification for discount-
ing environmental degradation at market rates of interest. The
appropriate procedure entails converting the environmental
change into equivalent contemporancous consumption bhene-
fits and discounting those.

Technical progress and structural change over the past sev-
cral decades have resulted in improvements in severul mea-
sures of environmental quality in the developed countries.
Moreover, recorded reserves of many “exhaustible resources™
have actually increased over the past century. accompanied by
a fall in their real prices. This provides evidence that contin-
ued growth in per capita incomes will result in improved envi-
ronmental quality in at least some dimensions. Some have
supposed. however, that environmental degradation will oc-
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cur as society grows (Weitzman, 1993). If this occurs or if the
environment is an income clastic good on which people are
willing to spend relatively more as their income rises, then the
marginal rate of substitution between environmental quality
and private goods will systematically change over time, to-
wards a higher relative marginal value of the environment. The
result is equivalent to using a low (or even negative) discount
rate for environmental amenities with prices unchanged.
However, this process involves properly valuing future envi-
ronmental benefits in arriving at the future flow of equivalent
consumption, and docs not change the discount rate to apply
to the consumption stream.

Much of the environmental literature critical of cost-bene-
fit analysis, in contrast, argues for a zero discount rate without
seeming to recognize the distinction between a zero rate of
pure time preference (p) and a zero discount rate (see, ¢.g..
Daly and Cobb, 1989). But from cquation (4.1). so long as
consumption growth is positive there will be a nonzero SRTP.
Similarly, some modern philosophers seem to make the same
mistake (¢.g., Parfit, 1983; Cowen and Parfit, 1992).

Finally, there has been considerable discussion about the
proper discounting method for environmental projects of in-
stitutions such as the Global Environmental Facility of the
World Bank (see, ¢.g.. Munasinghe, 1993). The method that
follows from the social cost-benelit approach is to obtain con-
sumption equivalents of the environmental effects over time
and then apply the appropriate discount rate. Within a fixed
institutional investment budget, it may be that the collection
of potential projects that successfully passes a cost-benefit
test on this basis more than exhausts available funds. It so, ef-
ficient trade-olfs within the menu of projects will appropri-
ately involve cutoffs at a higher shadow price in funds drawn
from the institutional budget - but always with benefit evalua-
tion based on the consumption cquivalence principle just out-
lined.

4A.8 Discounting and sustainable development

The Brundtland Commission called for “sustainable develop-

ment,” defined as cconomic activity that “mects the needs of

the present without compromising the ability of future genera-
tions to meet their own needs” (United Nations, 1987). Simi-

larly, Brown-Weiss (1989) argued from the standpoint of

international law that “each generation is entitled to inherit a

planet and cultural resource base at least as good as that of

previous generations.”

A consensus exists among economists that this does not
imply that future generations should inherit a world with at
least as much of every resource. Such a view would preclude
consuming any exhaustible natural resource. The common in-
terpretation is that an increase in the stock of capital (physical
or human) can compensate tor a decline in the stock of a nat-
ural resource. Under most calculations, given the savings
rates of all but the lowest-saving countries in the world. most
countrics now pass this test of sustainability.

Economics has recognized the concept of sustainability for

some time. Hicks (1938) used the idea in defining net national
income. Neoclassical growth theory (Phelps, 1961: Robinson,
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1962) advanced the idea of sustainability in its formulation of
the “Golden Rule,” which is that configuration of the econ-
omy giving the highest level of consumption per head that can
be maintained indefinitely. A recent extension has proposed
the “Green golden rule” (Beltratti et al., 1993). The recent
economic debate on sustainable development has focussed on
two issues: (1) intertemporal equity and (2) capital accumula-
tion and substitutability. The extent to which natural and cul-
tural resources are substitutable is critical to this analysis and
is contentious. Many economists (for example, Pearce and
Turner, 1990) stress the need for sustainability limits on the
use of resources that future generations will need but cannot
create.

Robert Solow’s definition of sustainable development
(Solow, 1992) focusses on intertemporal equity: Sustainable
development requires that future generations be able to be at
least as well off as current generations. Sustainable develop-
ment does not preciude the use of exhaustible natural re-
sources, but requires that any use be appropriately offset.
Likewise, any environmental degradation must be offset by an
increase in productive capital sufficient to enable future gen-
erations to obtain at least the same standard of living as those
alive today.

Solow’s definition, and much of economic theory to date,
implicitly assumes that substitutes exist or could be found for
all resources. If substitution possibilities are high, as most ev-
idence from economic history indicates, then no single re-
source is indispensable, and intertemporal equity stands as the
only crucial issue (Pearce and Turner, 1990). If, on the other
hand, human and natural capital are complements or only par-
tial substitutes, then different classes of assets must be treated
differently, and some assets are to be preserved at all costs.

In many developing countries, Solow’s definition would
not be viewed as acceptable, since it seems to place no weight
on their aspirations for growth and development. Further. for-
mal models analyzing optimal development paths using a
max-min (Rawlsian) criterion would focus exclusively on the
welfare of the less developed countries. (Note that in Rawls’
formulation, 8 = eo.) But the remedy would be simple: imme-
diate massive redistribution from the developed to the devel-
oping countries, with no environmental justification required.
Even if there were limits on the transfers, this remedy would
suggest that all the costs of mitigation — including those oc-
curring within the developing economies — be borne by the
developed countries.

Even the utilitarian approach (8 < o) would tend to lead
to higher general income transfers to poor countries than
presently observed. Adherents of the descriptive approach
might ask why the utilitarian construct is appropriate when
considering intergenerational equity (as in the identification
of the SRTP suggested in equation (4.1)) if it is not applied in
practice across or even within countries now. In one sense.
this question is another application of the principle suggested
above, that in the absence of optimal redistribution interven-
tion by government, observed market rates (in this case of
transfers from rich to poor nations) will not necessarily or
likely equal social rates. Alternatively, the equity norm sug-
gested here may not be widely shared by governments or voters.

———4



Intertemporal Equity, Discounting, and Economic Efficiency

Despite the political constraints on present-day transfers
from rich to poor countries, the time-discounting concepts of
the utilitarian approach (and the SRTP in particular) remain
valid. Thus, consider a matrix with two rows, developed na-
tions and developing nations, and two columns, present and
future. The SRTP can appropriately be applied between the
two columns along each row, even if there is a barrier to its
application between the two rows. Leaders and electorates in
developing countries have cause for concern about their de-
scendants just as do their counterparts in developed countries.
As noted above, however, the value of the SRTP is likely to be
higher for the developing nations than for the developed.

Endnotes

1. Identifying the appropriate discount rate has been discussed in

the context of general cost-benefit analysis (Chapter 5) for many
years {Dasgupta et al., 1972; Harberger, 1973; Little and Mirrlees,
1974; Sen, 1967; Stiglitz, 1982). More recently, social scientists
have debated the precise rate to use for global climate analysis
(Broome, 1992; Cline, 1992; Nordhaus, 1991).

2. Direct intergenerational transfers could be made through a fund
to compensate future greenhouse victims: without some such mech-
anism, however, there is no guarantee that such transfers will be
made. Compensation will occur indirectly, however, if we bequeath a
richer economy to our children and grandchildren.

3. In particular, an efficient policy is unequivocally better than an
alternative only if those who are made better off under the etficient
policy actually compensate those made worse off. More general
treatments of cost-benefit analysis do incorporate distributional con-
siderations.

4. When applied to discounting the utility of different generations, p
is referred to as the social rate of pure time preference.

5. The certainty equivalent is the certain result that would make an
individual indifferent between it and the uncertain outcome. Issucs
of equity can be treated analogously through the use of “equity
equivalents” (Atkinson, 1970: Rothschild and Stiglitz, 1973).

6. The alternative view, which could be called environment-specific
egalitarianism, says that each good must be valued in isolation from
all others. This view stresses the need for limits to the use of re-
sources that will be necded or desired, but cannot be created, by fu-
ture generations (Pearce and Turner, 1990). In the extreme, this
belief, known as specific egalitarianism. argues that environmental
goods (and in some cascs, each environmental good) must be treated
separately from all other goods and that each generation should en-
joy the same level of environmental benefits as previous generations.

The mainstream view in economics holds that future generations
can be compensated for decreases in environmental goods by offset-
ting accumulations of other goods (though increasing scarcity of
some environmental goods will require increasing amounts of capital
to offset the loss of an additional unit of the environmental good).

Environmentalists may favour restricting the use of nonreproducible
environmental resources in a way entircly consistent with the main-
stream view, in that risk aversion in the matter of environmental
quality will affect the rate at which society trades environmental
goods for other goods. Only in the limiting case of infinite risk aver-
sion will no trade-offs be made. Thus. adherents of environment-
specific egalitarianism may back the same policies as risk-averse
adherents of the mainstream view.

Arelated issue is whether decision makers should accept the cur-
rent generation’s valuation of the future benefits of environmental
goods. as rellected in the market. Even those who believe the answer
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is no may accept trading off environmental for other goods. though
those trade-offs may not be well reflected in current market prices.

7. The economist Thomas Schelling (1993) argues against the
way discounting is generally applied to climate change projects.
Schelling notes that discussions of discounting within the context of
climate change policy often confuse three ideas: (1) discounting for
consumption enjoyed in the future; (2) discounting for risk; and (3)
discounting for consumption by others.

Schelling points out that one thinks differently about one’s own
consumption than about the consumption of others, and that a key
feature of the climate change problem is that those likely to bear the
cost of mitigation (the developed countries) differ from those likely
to enjoy the benefits (the currently developing countries). Thus, says
Schelling, we should recognize that climate change mitigation is
more like foreign aid than it is like the usual public investments to
which we apply discounting. Foreign aid budgets are low because
the donors do not have strong feelings of concern for the benelicia-
ries. In the absence of evidence to the contrary, says Schelling, there
is no reason to impute much stronger moral sentiments to those who
will be paying for climate change mitigation.

8. The empirical problem of uncertainty in forecasting g, the growth
rate, has yet to be resolved. The post-1973 slowing of productivity
increases in many OECD countries suggests the need for a recxami-
nation of historical trends and perhaps a reduction in the recom-
mended discount rate. These considerations have become particu-
larly important with the addition of intergencrational distributional
effects. Low-income groups within developed countries have seen a
sharp reduction in per capita income growth; this would lead to
lower discount rates. On the other hand. some developing countries
now enjoy high per capita income growth, suggesting a higher dis-
count rate. At 7% per capita income growth, and with ¢ = 1.5, the
discount rate would exceed 10% even with p set to zero.

9. Optimal tax policy is intertemporally and distributionally opti-
mal.

10. Standard estimates put this elasticity between one and two. Such
estimates are based on an additive social welfare function using elas-
ticities of marginal utility revealed by behaviour toward risk. Though
specialists debate the appropriateness of the assumptions, no gener-
ally accepted view supports a different value of 6.

11. Other factors. however, might push the calculations the other
way, such as the likelihood of higher relative future damage from
global warming for the developing countrics (sce Chapter 6).

12. This will be the path that satisfies the intertemporal efficiency
conditions (Lind er al., 1982):

(1) Production: the marginal rate of transformation in production
between one period and the next, and thus the marginal prod-
uct of capital, equals the producer rate of interest for all goods:
MR'I‘I (t,t + 1) =i, that is, the marginal rate of transformation
for any good j from period ¢ to period 1 + 1 equals the producer
rate of interest /.

(2)  Consumption: the ratio of the marginal utility of consumption
in period ¢ to the marginal utility of consumption in period
1+ | equals I plus the consumer interest rate . or MUC (1)/
MUCA(1+ )=1+nr

(3)  Overall: the consumer interest rate equals the producer inter-
est rate for all goods, for all consumers, in all time periods:
thatis, r=i.

13. Critics have noted (a) that is is not in general the case that mitiga-
tion expenditures displace other forms of investment on a dollar-for-
dollar basis: (b) that the sccond argument can be read as a statement
of the compensation principle. which holds that one need not ask if
compensation has actually been paid. only whether it could be paid.
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so that questions of distribution and efficiency can be separated: and
(c) that the third argument assumes the presence of lump sum redis-
tributive mechanisms (in the absence of which the social marginal
rate of substitution may not equal the opportunity cost of capital) and
a degree of rationality in collective decision making that may not be
plausible. Socicty may not engage in optimal intergenerational redis-
tribution; yet in evaluating a policy, it may still wish to consider ex-
plicitly intergenerational effects. Taken to an extreme, argument (¢)
would suggest that the social marginal utility of the rich must equal
that of the poor: otherwise. governments would have redistributed
income already.

14. It might be argued that resources could still be channelled to the
best projects using a lower discount rate, by employing a shadow
price of capital, reflecting the scarcity of capital. The issues of the
intertemporal price and the current scarcity price of capital can, in
principle, be separated.

15. Technically, indifference to inequality between countries at a
given time implies instead that the other key parameter, the clasticity
of marginal utility (8), is zero.

16. That is, if the social welfare function implied a 2% discount rate.
and the government employed policies to maximize social welfare,
then the savings rate would be very high.

Manne uses a standard growth model to examine the relation be-
tween discount rates and savings rates in the context of developed
cconomies. He finds that discount rates of 1 or 2% imply an unrealis-
tically rapid near-term increase in the rate of investment. Manne thus
concludes that a discount rate this low is grossly inconsistent with
observed or plausibly anticipated behaviour. On the other hand, pre-
scriptionists might interpret Manne's analysis as showing simply that
the intertemporal equilibrium established by market economies dif-
fers markedly from that corresponding to the solution of an intertem-
poral maximization problem based on a social welfare function
derived from ethical considerations. But even if savings could be in-
creased enough to drive the discount rate to 1 or 2%, climate change
investments would still have to compete with many other public and
private investments offering higher returns.

17. Some care must be taken in inferring the appropriate opportunity
cost of capital from observed market rates of return. First, many stan-
dard measures reflect average rates of return rather than the relevant
marginal rates. Second. most investments carry some risk. Cline
(1992) observes that investors purchase both safe government bonds
yielding about 1.5% real, and stocks, vielding 5-7% real: he argues
that this suggests a risk premium of 3.5-5.5%. Thus. if the average
observed return to capital is 7%, and if the marginal return is less
than the average (as one would expect). then the certainty equivalent
opportunity cost would be less than 3.5%. On the other hand. it has
also been argued that this caleulation holds only if it is assumed that
houscholds allocate assets efficiently (an assumption that prescrip-
tionists deny in other contexts): that bonds have risks quite different
from cither stocks or climate mitigation investments: and. thus, that
this comparison is invalid (Nordhaus. 1994).

18. In contrast, the predominant view {ifty years ago held that a pro-
ject should be considered desirable it the winners could possibly
compensate the losers, whether or not this compensation actually oc-
curred (Kaldor, 19397 Hicks. 1939y, Thix “compensation principle”
(which is no longer accepted) would support the view that the dis-
count rate should be the producer cost of capital - the rate that in-
vestments would have carned elsewhere in the cconomy. It a dollar
invested 10 cducation, research and development, or new tactories
vields a return of 104 and climate mitigation vields 5¢ . then con-
verting climate mitigation investment to something more productive
would vield higher total returns. implyving that evervone could be
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made better off. The compensation principle would be satisfied. But
compensation may not actually be paid, and future generations will
probably not benefit from knowing that they might have been made
better off.

Economists consider two cases: (1) Pareto improvements — changes.
including compensation actually paid, that make everyone better off:
these are obviously desirable; and (2) changes that produce some
winners and some losers. To address the second case, economists
generally use a social welfare function, typically showing some pref-
crence for greater income equality (that is, increasing equality ruises
social welfare). A considerable literature, building on the work of
Rothschild and Stiglitz (1973) has added precision to this idea. In
choosing an SWF, economists also generally assume scparablity,
That is, the SWF can be written W = W(U,,...). The ethical idez un-
derlying this assumption is that society’s willingness to substitute
consumption between individuals i and j does not depend on the util-
ity or income of individual £, a form of the assumption of the inde-
pendence of irrelevant alternatives. Economists also generally
assume consumer sovereignty. That is, each individual's utility (en-
tering the SWF) is determined by that person’s own judgments. not
the judgments of society more generally.

19. For an open economy, the elasticity-adjusted rate on foreig
loans also enters the calculus. However, for analysis of a global is-
sue, this extension is probably inappropriate, as globally the econ-
omy is closed.

20. Alternatively, these models may suggest that the problem lies in
the assumption about technical change. If little or no technical
change had been the rule in recent centuries, society might have
cvolved toward the high savings rates that seem so implausible given
actual historical experience.
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SUMMARY

In public policymaking, decision makers routinely compare
the perceived costs and perceived benefits of an action. Cost-
benefit analysis (CBA) provides an analytical framework that
seeks to compare the consequences of alternative policy ac-
tions on a quantitative rather than a qualitative basis. The ba-
sic principles are well understood and straightforward: For an
action to be justified, the costs of the action should be less
than the benefits derived therefrom.

Traditional cost-benefit analysis requires that all costs and
all benefits be expressed in a common monetary unit to facili-
tate the comparison. Modern cost-benefit analysis also in-
cludes techniques such as cost-effectiveness analysis and
multicriteria analysis to analyze trade-offs when some of the
benefits and/or costs can be quantified but cannot be ex-
pressed in monetary units.

This chapter examines how and under what circumstances
CBA can make a contribution to the resolution of the follow-
ing central questions now facing decision makers about global
climate change.

By how much should emissions of greenhouse gases be
reduced?

Provided costs and benefits can be estimated with adequate
accuracy, this question is answerable by CBA: The measures
whose marginal costs are less than the marginal benefits
should be implemented. The marginal benefits are the mar-
ginal damage costs avoided. However, the difficulty of esti-
mating the marginal damage costs of climate change make the
practical application of CBA difficult. Although such analyses
could be performed from a national perspective, it is a funda-
mental premise of CBA that the global perspective is the
proper one.

When should emissions be reduced?

This question is more complicated because it also involves
judgments about uncertainty. If the marginal damage cost
(benefit) is known with certainty, and if future technological
advances that might significantly change the marginal cost
curve are known with certainty, then the timing of abatement
is given by that portfolio of implementation options that max-
imizes the present value of avoided damage costs (benefits)
less abatement costs. This is a relatively straightforward cal-

culation; however, neither damages nor costs are known with
certainty. Consequently, extensions of CBA — such as decision
analysis — are required.

How should emissions be reduced?

This is closely related to the question of how much emissions
should be reduced and is directly addressed by CBA. At-
tempts to determine the extent of reductions must usually con-
sider the specific methods that might be used to reduce
emissions. A bottom-up, empirical estimation of the marginal
cost curve involves analysis of the broad spectrum of possible
abatement options from which marginal cost curves can be
derived. Top-down models also require explicit consideration
of specific policy or technology options. Clear economic
analysis and identification of the most cost-effective abate-
ment options through the use of CBA are critical for practical
policymaking.

Who should reduce emissions?

None of the family of techniques considered in this chapter
can by itself resolve the question of who should reduce emis-
sions — which involves considerations of equity. However,
these techniques do provide a framework for understanding
the trade-offs to be made between equity and economic effi-
ciency.

The value of CBA

Practical application of cost-benefit analysis to climate
change is difficult becausc of the global and intergenerational
nature of the problem. It is further complicated by the difficul-
ties of valuing some catcgories of ecological, cultural, and hu-
man health impacts. Nevertheless, CBA remains a valuable
framework for identifying the essential questions that policy-
makers must face when dealing with climate change. The
CBA approach forces decision makers to compare the conse-
quences of alternative actions, including that of no action, on
a quantitative basis. Indeed. the most important benefit of ap-
plying CBA may be the process itself (which forces a rigorous
approach to decision making) rather than the predicted out-
come (which always depends on the particular assumptions
and techniques used).
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5.1 Introduction

In public policymaking, decision makers routinely compare
the perccived costs and perceived benefits of an action. Nev-
ertheless, their decisions are frequently made on intuitive and
qualitative grounds. Cost-benefit analysis (CBA) provides an
analytical framework that secks to compare the consequences
of alternative policy actions on a quantitative rather than a
qualitative basis. The basic principles are well understood and
straightforward: For an action to be justified, the costs of the
action should be less than the benefits derived therefrom.! If
there arc several alternatives, then one ought to pick that op-
tion whose benefits most exceed the costs.? Traditional cost-
benefit analysis requires that all costs and all benefits be
expressed in a common monctary unit to facilitate the com-
parison. Modern cost-benefit analysis also includes tech-
niques such as cost-cffectiveness analysis and multicriteria
analysis to analyze trade-offs when some of the benefits
and/or costs can be quantified but cannot be expressed in
monetary units.

The objective of this chapter is to examine how and under
what circumstances CBA can make a contribution to the reso-
lution of the central questions now facing decision makers
about global climate change:

(1) By how much should emissions of greenhouse gases be
reduced?

(2) When should emissions be reduced?

(3)  How should emissions be reduced?

(4)  Wiho should reduce emissions?

CBA can at least theoretically and conceptually answer the
first three questions. The fourth question is one of equity and
is not amenable to resolution by CBA, even in simple, tradi-
tional applications not complicated by the complexities of the
climate change problem.?

Section 5.2 defines more carcfully what is meant by CBA.
The term has come to encompass a wide variety of specific
techniques. We also review the basic concepts. In Section 5.3
we examine the unique features of global warming and cli-
mate change as they pertain to decision making. Section 5.4
presents a discussion of the application of CBA to the climate
change problem in light of these unique features. In Section
5.5 we discuss the key issues: risk, uncertainty. irreversibility,
valuation. discounting. equity. and multiple criteria.

5.2 Cost-Benefit Analysis

Cost-benefit analysis 1s a generic term that presently sub-
sumes a wide body of specific technigques. The method was
developed initially as a means to evaluate projects that were
limited in scale. geographic extent. and time span. Such tradi-
tional project level CBA (see Box 5.1) is 100 narrow to be rel-
evant tor cvaluating climate change issues. However, the

original techinique has been extended to cover applications of

increasing complexity. Modern CBA. more widely detined.
inchudes a tamily of approaches that are more usetul in assess-

g climate change options. Indeed. one of these approaches.
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cost-effectiveness analysis, has been widely used in climate
change studies.

However, to evaluate cost-effectiveness, it is crucial
clarify how the policy target is defined, because there are sev-
eral options in the global climate change context. Most recent
analyses of mitigation costs have focussed on a target based
on future emission levels,* such as stabilization of the emis-
sion of certain greenhouse gases by a given year. However. it
might be more relevant to express the targets in terms of con-
centrations of atmospheric greenhouse gases at some future
time.

To change the target for climate policy from emissions to
atmospheric concentrations indicates a radically different
cost-effectiveness strategy. A stabilization of CO, emissions
at present levels is not sufficient to stabilize the atmospheric
concentrations. Richels and Edmonds (1995) have compare(
the costs of reaching a particular concentration by 2100 fora
variety of strategies. They show that a given concentration
in 2100 could be achieved at a considerably lower cost
if emissions were not stabilized immediately. The reason is
that a more gradual reduction of emissions would avoid the
economic shock that would follow a sudden stabilization, en-
able future advanced technologies to be utilized to a larger ex-
tent, and facilitate the postponement of sizable abatemen
costs.

Another possible target, also affecting the cost-effective-
ness of alternative measures, refers to the physical conse-
quences of climate change. Apart from the fact that pre-
dictions of these consequences are far more difficult to
make than forecasts of emissions and atmospheric concentri-
tions of greenhouse gases, the effects of regional differences
would have to be included if targets were based on the conse-
quences. For instance, whether climate change contributes to
sca level rise or to an increase in the frequency of rain storms
will be of quite different importance to people in Nepal and
the Netherlands. In this context, an additional problem arises
as to how to assess benefits from abatement of different con-
sequences for different countries.

A further refinement of modern CBA is multicriteria analy-
sis (MCA), a body of techniques developed to deal with the
difficulties of economically valuing certain types of impacts
(see box). Indeed, even if one attempted to place economic
value on certain impacts — such as human life — not everyone
would agree that it is appropriate to do s0.> Moreover. cost-
benefit analysis presupposes that the relevant costs and bene-
{its are those that ultimately affect human welfare.0

Such views further support the need for MCA-based ap-
proaches to decision making. Similarly, there are concern
that monetized values themselves may be inaccurately est-
mated. and. in any case. such values might not reflect weltar.
However, the question of who is affected, and how they will
perceive the impact. is an issue that needs careful definiton
within an MCA analysis.

As noted carlier. conventional CBA cannot provide an-
swers about the optimum level of equity in the same way tha
it provides answers about the optimum level of economic effi
ciency. But MCA can identify the trade-offs between equitt
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BOX 5.1: TECHNIQUES OF MODERN COST-BENEFIT ANALYSIS (CBA)

Traditional project level CBA

CBA evolved as a technique to evaluate and compare project alternatives. In the early years of its application, there was lit-
tle concern with externalities, and the analysis took into account just the direct costs of projects and the direct benefits. As it
was originally developed for use in industrial market economies, market prices provided appropriate guidance on how to
evaluate benefits. When the World Bank began to apply the technique to nonmarket economies, where prices were subject to
significant distortions, shadow pricing techniques provided simple corrections. For example, if an oil-importing country
kept the domestic price of oil at artificially low levels, CBA would require the use of the border price, not the domestic
price, as a basis for valuing oil.

One of the central concepts in CBA is that of discounting, which addresses the fact that costs and benefits may not occur
at the same point in time. For example, whereas costly actions to avoid future climate change may need to be taken in the
near future, most of the benefits of such actions will occur in the distant future. Discounting enables one to take into account
the time value of money. In the case of evaluating simple investment alternatives over shorter time horizons (e.g., 15 years),
the use of the opportunity cost of capital as the discount rate to be applied to both costs and benefits is well established and
uncontroversial. However, in the case of complex public policy applications, particularly those whose time horizons are
very great and involve environmental impacts or the depletion of natural resources — essential characteristics of the global
climate change issue — there is sharp disagreement as to what discount rate is appropriate. This issue is dealt with in Section
552.1

Cost-effectiveness analysis

As CBA began to be applied to much broader contexts, and particularly to the comparison of alternative portfolios of proj-
ects and to broad policy choices, the increasing complexity made it desirable to keep the level of benefits constant and to an-
alyze the problem simply in terms of finding the most effective, or “least-cost” option to meet the desired level of benefits.
This has the additional advantage that benefits in some cases need not be explicitly valued. For example, in power sector
planning, models are applied to identify the capacity expansion plan whose present value of system costs is minimized,
given some exogenously specified time path of electricity demand and some exogenously specified level of reliability. As
we shall see below, this is the variant of CBA that has seen the most widespread application to the climate change problem,
in which one seeks to identify the least-cost option to achieve given levels of greenhouse gas emission reductions, without
any explictt attempt to specify what the benefits of that level of emission reduction may be.

Multicriteria analysis

The most basic requirement for the application of CBA is that both costs and benefits can be given cconomic value. This is
typically a two-step process: first the costs and benefits must be quantified in terms of the physical measures that apply, and
then those physical impacts must be valued in economic terms. Some applications of valuation techniques are likely to be
controversial. Putting a value on human health and illness has been a major problem in the practical application of cost-
benefit analysis in the past, even in those situations where one can agree on the levels of increased morbidity and mortality
that might be caused by some policy or project. Efforts to place economic value on the loss of biodiversity have been
equally difficult. Recognizing this problem has led to the development of so-called multicriteria analysis (MCA) tech-
niques. These are expressly designed to deal with multiple objectives, of which economic efficiency may be only one. MCA
is a particularly powerful tool for quantifying and displaying the trade-offs that must be made between conflicting objec-
tives.

Decision analysis

MCA addresses certain shortcomings of conventional CBA (like valuation problems). but it does not necessarily deal more
effectively with uncertainty. This complication has led to the development of a further extension of CBA known as decision
analysis. Here the focus is expressly on how one makes decisions under conditions of uncertainty. These techniques find ap-
plication in a wide variety of situations, from decision making in the high-risk field of wildcat oil drilling to analysis of fi-
nancial options. As we shall see below. such techniques provide a rational approach for dealing with irreversibility, one of
the more important characteristics of the climate change problem.
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Figure 5.1: Multicriteria analysis.

objectives and economic efficiency, as suggested by Figure
5.1, Thus, the best equity result (indicated by option 1, say an
equal per capita sharing of the burden of greenhouse gas
emission reduction) may have the highest cost, whereas the
worst equity result (indicated by option 5, say based on the
present distribution of emissions) may have the lowest eco-
nomic cost.” Nevertheless, even MCA requires a quantifi-
cation or at least an ordinal ranking of the noneconomic
efficiency criteria, as suggested in the figure. However, even
such a noncardinal ranking may prove problematic when a
global issue like climate change requires comparisons across
countries and cultures.®

More generally. it is increasingly accepted that the pursuit of
sustainable development will require recognition of goals re-
lated to cconomic efficiency, social equity, and environmental
protection (Munasinghe, 1993). Economic valuation of the im-
pacts of climate change on certain social and environmental as-
pects (e.g.. biodiversity or cultural assets) will be difficult, and
MCA-related approaches will be needed to make the trade-offs
among otherwise noncompensable costs and benefits.

5.2.1 Basic concepts

An economically efficient policy tor emissions reduction is
one that maximizes the net benefits (i.e.. the benefits of re-
duced climate change less the associated costs of emissions
reductions).” Economic theory indicates that emission reduc-
tion efforts should be pursued up to the level where the envi-
ronmental benefits of an additional unit of reduced warming
(the marginal benefit) is cqual to the cost of an additional unit
of emission reduction (the marginal cost). Figure 5.2 illus-
trates the concepts of total and marginal costs in simplificd
form - the marginal cost at any level of emission reduction is
equal to the slope of the total cost curve at the same level.
The shape of the total cost and benefit curves reflects the
idea of diminishing returns. Each additional unit of emission
reduction will have a higher unit cost: The first 10% reduction
can be done cheaply. but the next 10 will cost considerably
more, and so on.!" Thus, the abatement cost curve is upward
sloping as shown in Figure 5.2, Similarly. the marginal benetit
(avoided greenhouse gas damagesy talls as emission levels are
reduced. The consequence of the foregoing is that the total
cost (TOY has a minimum at the point where the positive slope
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Figure 5.2: Total and marginal costs and emission reductions.

of the abatement cost curve equals the negative slope of the
damage cost curve.!!

The foregoing analysis ignores many complications. For
example, the emission of a unit of CO, may give rise 04
varying stream of environmental costs that must be dis-
counted to yield a present value aggregate. The environmental
damage function may be discontinuous and nonconvex. Be-
cause of technological progress, abatement costs may change
over time, depending on when the technologies are applicd.
Similarly, abatement costs may exhibit economies of scale
(e.g., mass production of solar photovoltaic cells), resulting in
a marginal cost curve that actually declines beyond a certain
point. Finally, the abatement costs are net costs, to the extent
that certain technologies (e.g., renewables) may produce other
(nonclimate-related) benefits and costs — the so-called joint
products complication (discussed below).

5.3 Unique Features of Climate Change

Several important characteristics define the context in which
traditional CBA is applied. The first is that costs and benefits
arise within a time span typically no more than 15 to 25 vears.
corresponding roughly to the physical life of most projects
over which benefits are derived. The second is that the ele-
ments of uncertainty are relatively tractable and can often be
characterized by probability distributions.

These characteristics are very different in the context of
climate change. The relevant time spans extend to a century or
more. The uncertainties are extremely large. and few elements
of uncertainty are amenable to characterization as probabilit
distributions. Morcover, the cascaded uncertainty implied in
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each link of the chain of causality greatly amplifies the total
uncertainty in the final outcome, namely, the extent of dam-
age caused by climate change.

5.3.1 The complex chain of causality

Figure 5.3 shows the chain of causality. It begins with emis-
sions of greenhouse gases. Although the most important of
these is CO,, it should be noted that there are many other
gases that contribute to the climate change phenomenon, in-
cluding methane and CFCs. Estimates of CO, emissions from
fossil fuel combustion are fairly straightforward, but emis-
sions from other sources are subject to much higher uncer-
tainty. Moreover, the separation of anthropogenic and natural
causes of climate change is much more difficult than in the
case of other important regional/global pollution issues (such
as CFCs or nuclear wastes). Indeed, the calculus of CBA may
be significantly affected by natural events such as major vol-
canic eruptions.

The first link in the chain of causality (1 in the diagram) is
between emissions and the resultant ambient concentration
of CO, in the atmosphere. Unlike other pollutants, which are
subject to complex chemical transformations in the atmos-
phere,!2 the calculation of the ambient concentration increase
that follows from a given increment of emissions of CO, is
relatively simple. However, because of the role of natural
sources and sinks (particularly the ocean), even this calcula-
tion is subject to a considerable degree of complexity and un-
certainty.t3

The next link (2), between atmospheric concentration and
temperature, is subject to much greater scientific uncertainty.
The greenhouse effect itself — the trapping of outgoing in-
frared radiation — is subject to additional factors that are
highly complex, particularly feedback effects, such as those
from clouds, that complicate the calculation of equilibrium
temperatures.

The subsequent link (3). between temperature increase and
physical effects such as sea level rise, involves many different
components, all of which are somewhat difficult to calculate.
For example, calculating the rise in sea level associated with
increases in mean sea temperature proves to be far from sim-
ple in some cases (as noted in Volume | in the case of the West
Antarctic ice sheet). There are also large time lags associated
with sea level rise, which are likely to continue for several
centuries after the concentration of greenhouse gases has been
stabilized. Even more complicated are estimates of how pre-
cipitation patterns might change, especially the spatial and
temporal distribution of rainfall. Perhaps of even greater con-
cern in developing countries will be the changes in the pat-
terns of extreme weather events, to which they are partic-
ularly vulnerable.

If these physical effects (climatic and sea level changes)
are understood in general terms, quantifying their impacts on
flora, fauna. and human beings (link 4) is much more difficult.
To illustrate, suppose it were possible to predict the change in
precipitation and temperature regime for some given region.

o
<,

Emissions

X0)
Ambient concentrations
of GHG in atmosphere

Economic valuatld

Figure 5.3: The chain of causality.

What can be said about the shifts in vegetation patterns? Al-
though general poleward shifts of vegetation and agricultural
production zones can be predicted, quantifying the effect is
quite difficult. What is the impact on biodiversity? On wet-
lands? On the water table? On human communities? Clearly
these are very difficult assessments to make.

Finally, to estimate the damage costs, one must be able to
value these effects (link 5). Some valuation tasks will be rela-
tively straightforward: For example, the cost of engineering
structures to protect against sea level rise is relatively easy to
establish, given the existing experience in this field (in such
countries as the Netherlands). Other calculations will be more
complex, but at least tractable, as, for example, the calculation
of increased cooling and decreased heating costs or the impact
on electricity demand of increased irrigation pumping re-
quirements associated with drier climates in some regions.
But a very large number of potentially important impacts will
be very difficult to value — such as the impacts on forests, wet-
lands, and biodiversity, especially if the physical, biological,
and social effects have not been accurately quantified.

5.3.2 Other special features

Beyond the complexity of the causal chain and the high de-
gree of uncertainty surrounding the issue, what makes the
analysis of climate change so different from other environ-
mental analysis problems? The main reasons can be summa-
rized as follows.

Greenhouse gases are stock, not flow, pollutants. Many
pollutants (e.g.. sulphate aerosols) have relatively short at-
mospheric lifetimes. As a result, the damages they cause are
closely related to the current rate of emissions, and reducing
emissions at major sources will likely have a relatively rapid
impact on atmospheric concentrations and their associated ef-
fects. Greenhouse gases. however, have relatively long atmo-
spheric lifetimes, and concentrations therefore respond slowly
to changes in emissions. Consequently. the damages they
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cause arc a result of the current atmospheric concentrations
that have built up due to all past emissions — in other words,
they are rclated to the stock of the pollutant, not to the current
rate of cmissions.'* Similarly, a change in cmissions of a
greenhouse gas at any time will affect the atmospheric con-
centrations of this gas, and thus the climate. in all future peri-
ods. Therefore, in the context of the climate problem, global
climate change is a lagged function of the emissions of the
various greenhousc gases. At any time, atmospheric concen-
trations (or stocks) of these gases depend on the whole history
of their cmissions up to that time.

To calculate the marginal environmental cost of increased
current cmissions of a greenhouse gas, one must first calculate
the physical impact of such an emission increase on the future
atmospheric concentration of the gas. This will depend on the
physical characteristics of the gas, which affect how rapidly an
increased atmospheric concentration depreciates. There are
large differences between different greenhouse gases, with
atmospheric lifetimes varying from roughly fifteen years for
methance'® to more than 100 years for N,0 and some CFCs.

Once the impact of current emissions of a greenhouse gas
on future atmospheric concentrations has been calculated, one
can in principle calculate the ctffect of the increase in current
emissions on future climate development. If one has specified
a function which measures the monctary cost of climate
change, one may calculate the incremental costs and thus ob-
tain a present value measure of the marginal cost of increased
current cmissions of a greenhouse gas.

It is clear from the description above that the marginal
monetary cost of greenhouse gas cmissions 1s a complex con-
cept. Several assumptions of an economic nature must be
made, such as the appropriate discount rate and the monetary
costs of climate change for the whole future. In particular. the
relative importance of different greenhouse gases is much
more complex than is implied by a simple physical conver-
sion index such as the global warming potential (GWP) dis-
cussed in Volume | of this report. In the context of the climate
problem, a recasonable definition of the importance of a green-
house gas relative to, say, CO,. is the marginal environmental
cost of current cmissions of this gas relative to the corre-
sponding marginal cost of CO,. It follows from the discussion
above that the relative importance of greenhouse gases de-
pends on a number of economic assumptions that must be
made.te

Inertia and irreversibilitv. Since emissions of greenhouse
gases in any one year represent a relatively small fraction of
the total global stock. the system has great inertia. This means
that even it all emissions went to zero, it would be decades. if
not centuries, betore the stock of greenhouse gases was re-
duced signiticantly. Therefore, decisions about emission lev-
els are effectively irreversible, at least over the 100-200-year
timespan of interest. In other words. failure to reduce emis-
stons in the short to medium term may be irreversible in the
sense that once the etfects of climate change become appar-
ent. it will then be too late to do anything about it.

Global Most environmental  pollution
problems are local or regional in scale.'” Thus. the benefits of
cnmission reductions generally acerue to the same geographic

characteristics.
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areas as bear the costs. The damages associated with green-
house gases, however, depend on the global greenhouse gus
concentration, which is largely independent of the regionil
meteorological patterns that usually define the gecographic
scope of other transnational environmental problems such as
acid rain. Therefore, the distribution of the benefits of emis-
sion reduction is global, not local. Per contra, even a country
that emits no greenhouse gases can incur the damages of
emissions by other countries.

Geographical distribution of impacts. Poorer nations arc
likely to be the most vuinerable to the impacts of climat
change, since they lack the resources to protect themselves
against sea level rise, extreme weather events, or desertifi-
cation. In contrast. the impacts of acid rain from emissions
in some poorer countries or regions may be concentrated in
richer countries!® (e.g., the effects of emissions from Eastem
Europe on western Germany'?). These richer areas therefore
have powerful incentives to promote emission reduction pro-
grammes in the source areas, including the provision of {inan-
cial assistance.? However, in the case of greenhouse gus
emission reductions, countries such as the U.S. (where there
is the perception that the direct impacts of climate change on
the U.S. itself are relatively small) may have fewer obvious
economic incentives to reduce emissions.2! Considerations of
humanitarian solidarity and equity alone are unlikely to be
sufficient motivators.

Absence of actual impact data. In the case of climate
change, unlike almost all other environmental externalitics.
actual impact data are scarce, and estimates of physical in-
pacts are based cntirely on the predictions, judgments, and
models of scientists.2? Only once (or if) climate change does
in fact occur, will the impacts be known. The evidence of
cause and effect will be difficult to substantiate. because of
the likelihood that, at least initially, changes will be incremen-
tal. It should be noted, however, that there does exist a signifi-
cant body of verifiable scientific theory that underlies the
estimates and models of scientists.

Nonlinearity. Global climate change is determined by con-
plicated interactions involving a chain of nonlincar linkages
(i.e.. greenhouse gas emissions, atmospheric concentration.
temperature change, climate system feedbacks, and physical
impacts). Therefore, climate change phenomena and risks ure
likely to be much more nonlinear than the relationship be-
tween conventional emissions and more local pollution.

Verv long time frame. The very long time frames involved
in climate change cause some normally external variables to
become internal factors of change. For example. the economic
impact of sea level rise depends on the size of the population
living in low-lying coastal areas, which may decrease onee s
sea level rise becomes evident. The costs of such adaptation
mechanisms may be especially difficult to estimate.

5.4 Cost-Benefit Analysis in the Context of
Climate Change

In light of these unique characteristics of the climate change
problem. what can we say about the suitability of CBA? How
and under what circumstances can CBA make a contribution

L
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to the central questions now facing decision makers, in partic-
ular:

+ By how much should emissions be reduced?
» When should emissions be reduced?

+ How should emissions be reduced?

The fundamental problem in applying CBA to the climate
change problem follows directly from the chain of causality
discussed in Figure 5.3 above: whereas estimating the costs of
emission reduction involves the beginning of the chain, esti-
mating the benefits (the avoided damages) involves the very
end of the chain. Since there is some level of uncertainty asso-
ciated with each of the links, estimates at the last stage of the
chain are subject to compound uncertainties that may be very
large indeed.

5.4.1 Estimates of the marginal cost curve

Marginal abatement cost (MAC) curves for greenhouse gas
emission reductions have been derived for many industrial-
ized countries, but for only a few developing countries.?? Fig-
ure 5.4 shows such a curve for Thailand. This curve is derived
by a rank ordering of the individual measures by cost per
tonne of CO, saved (the height of each block), with the width
of each block representing the tonnes of CO, so saved. The
shape of the MAC curve, when smoothed, is indeed of the
type indicated in Figure 5.2, a result confirmed by many other
examples.® Generally. these studies rely on known or near-
term technical options and ignore effects due to joint products
(see Section 5.4.4). economies of scale, and capacity building
that might reduce the upward slope of the cost curve. Such
marginal cost curves depend on discount rate and price as-
sumptions and may evolve over time as options are taken up
and new technologies develop. A more detailed discussion of
estimates of the MAC curves is contained in Chapters 8 and 9.

What is interesting in these (and other studies?’) is the
significance of “below the line™ options (i.e., where MAC is
negative but still upward sloping). These are measures that ap-
pear to have negative costs associated with them — in other
words, when these options are implemented. both costs and
emissions go down, relative to the reference case.?® Compact
fluorescent lighting, other energy-efficient devices. and
demand-side management measures typically fall into this
category, and in developing countries, measures such as re-
ducing electricity transmission and distribution losses or insti-
tuting vehicle maintenance programmes also appear here.
These, then, are measures that should be implemented in any
least-cost energy development strategy. even in the absence of
any desire to reduce greenhouse gas emissions. The fact that
they are not implemented reflects either market failures, the
influence of powerful vested interests, or other factors. such
as high transaction costs (which might exceed the potential
benefits).?” Indeed, in developing countries, there may be
more such “below the line™ options because education and in-
formation about the availability and benefits of options in this
segment of the MAC curve are less available than in devel-
oped countries.
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Figure 5.4: The marginal abatement curve for Thailand.

This issue highlights a practical problem for the Global En-
vironment Facility (GEF). The GEF has been set up as the
funding mechanism, on an interim basis, to provide financial
resources needed by developing countries to meet the “full in-
cremental costs incurred” in complying with their obligations
under the Framework Convention on Climate Change.?8 If the
GEF is to fund the “incremental costs” of greenhouse gas re-
duction measures, this presupposes that a baseline can be un-
ambiguously defined, against which such incremental costs
are to be measured.?? But under such a definition, should
demand-side management (DSM) programmes that have neg-
ative incremental costs — such as encrgy-efficient lighting —
be funded by the GEF?30

5.4.2 The marginal benefits curve

It follows from the discussion of the previous section that the
level of uncertainty in benefits is much greater than the level
of uncertainty in costs. The practical implication of this, de-
picted in Figure 5.5, is that the optimum point of emission re-
duction is also subject to significant uncertainty. Whether the
marginal benelits curve is MB,. or MB,, or MB; has a much
greater impact on the location of the optimum point of emis-
sion reduction (indicated by points A, B, and C) than the
much smaller uncertaintics in the marginal cost curve. There-
fore. with such wide uncertainty about the economic opti-
mum, CBA may not be very helpful. In this situation, an
arbitrary level of emission reduction at P has a very high prob-
ability of at least meeting the criterion that MB (marginal ben-
efit) > MC (marginal cost). By contrast, C may represent a
risk-averse, “precautionary” level of abatement, in which the
expected value of MC may be greater than the expected value
of MB (see Section 5.5 and Figure 5.10 for further details).

In fact. there exist few if any estimates of the benefits
curve. and most of the estimates that do exist are not much
more than single point estimates for some presumed level of
greenhouse gases in the atmosphere. A complete discussion of
benefit estimates is provided in Chapter 6.
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Figure 5.5: Uncertainty in the benefits curve.

A number of estimates (sce, for example, Nordhaus,
1994b) suggest that the economic impact of climate change
on the industrialized countries is quite small. However, Nord-
haus, as well as others, is quick to concede that such results
may not apply to developing countries, where typically much
larger shares of national income are in agriculture, and much
of it in subsistence farming in marginal areas where even
small changes in climate may have devastating effects and
where the ability of the farming population to adapt may be
very small indeed.’?! The types of human settlements most
vulnerable to climate change are concentrated in developing
countrices. including low-income communities, residents of
coastal lowlands and tropical islands (such as coastal
Bangladesh or the Maldives), populations in areas already
significantly affected by desertification, and the urban poor in
squatter scttlements. 2

Unfortunately, to date, most of the discussions of impacts
of climate change on the developing countries have been
qualitative in nature,*¥ and there is an urgent need for more
quantitative estimates. According to a recent GEF survey of
country studics (Fuglestvedt et al., 1994),3 there are now al-
most as many studics underway on effects as on mitigation,
but it is difficult to ascertain how many of these studies will
result in the sort of quantitative information necessary to con-
struct an impact cost curve. Certainly none of the studies and
papers published to date for developing countries contains
quantitative estimates of the type derived by Nordhaus for the
U.S.3

5.4.3 Measuring costs and benefits

Most of the work on the benetit (avoided cost) side. and much
of the work on the cost side. assumes that the relevant mea-
sure by which to evaluate options is loss of GDP. This raises a
scparate set of questions about the extent to which GDP (or
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loss of GDP growth) is the appropriate measure.3¢ It is well
established (Weitzman, 1976; Brekke, 1994) that GDP is not 4
welfare measure per se, but rather a convenient way to aggre-
gate goods and services that clearly contribute to welfare.
Nevertheless, Figure 5.6 summarizes some of the estimates
that have been made for GDP impacts. Chapter 9 discusses
such estimates in more detail.

Since GDP is an imperfect measure of social welfare, it
should not be surprising that the cost-effectiveness of policy
options can differ significantly when analyzed in terms of
their impact on GDP and on social welfare. Recent studics
have found this to be the case for industrialized countries such
as Norway (Alfsen et al,, 1992) as well as for developing
countries such as Sri Lanka (Meier er al., 1993; see Table 5.1).
The “consumer impact” is an estimate of the impact or social
welfare not reflected in traditional GDP measures. At 10-50%
of the total, the consumer impact is clearly a significant frac-
tion of social welfare.

Of course, the magnitude of such impacts as those shown
in Table 5.1 is a function of how much of the technology is
adopted, how soon, and what discount rate is used. The effect
of a single 25 MW wind plant will obviously be much less
than if a 300 MW wind farm displaces a plant using imported
coal in the near term. Generally, what these results do under-
score is the need for great caution when interpreting the so-
called costs of greenhouse gas emission reductions attribul-
able to specific technologies.

Equally important are the concerns over the extent o
which conventional measurements of GDP growth take into
account the depletion of natural resources (‘“‘green account-
ing”). For many developing countries this is a particularly
important issue, and there is a growing literature suggesting
that conventional accounting substantially overstates GDP
growth. The corollary is that estimates of GDP impacts of cli-
mate change that fail to take account of changes in the rate a
which natural resources are depleted, or changes in environ-
mental impacts, may be understating the true effect of thes
impacts.7

Some of these problems are evident from the numerical ¢s-
timates. In Figure 5.6 we display the results of recent studies of
the impact of emission reduction strategies on loss of GDP.*
As is evident, these estimates show considerable variation.
Even so. none of these estimates reflects “green accounting” or
any margin for no-regrets options, and only one (Glomsrod ¢!
al., 1990) takes into account joint products. Most of these stud-
ies are national studies. Many researchers argue that unilateral
actions by the U.S. or by OECD countries are likely to be less
effective than global action, and that unilateral actions ar
likely to exaggerate the impact on GDP.?® However, these stud-
ies also neglect the benefits of the development of advanced
technologies in the market economies, which could then be
more quickly adapted in the developing world.

Traditional CBA basically relies on a partial equilibriun
analysis, in which only the relevant portion or subsystem of
the more complete economic system is studied in depth. und
many parameters (and prices) outside this system are taken a
exogenously fixed. For questions relating to climate chang
{(whose consequences may have major effects on pricest
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Figure 5.6: Impact of GHG emission reduction on GDP.

Table 5.1. Welfare losses due to different greenhouse gas
abatement options in Sri Lanka (in $/tonne of avoided
carbon)

No coal Wind CFL-
Supply cost impact 16 67 -472b
Consumer impact 10 66 -66
Total 26 131 -538

aCompact fluorescent lighting.
"Negative numbers indicate a benefit.
Source: Meier et al. (1993)

the more far-reaching and inclusive general equilibrium ap-
proach — in which the properties and relationships of the en-
lire economic system are analyzed — is appropriate. For this
reason, computable general equilibrium models are widely
used in climate change studies.

5.4.4 The joint products problem

A related question concerns the joint benefits and costs of
emission reduction. Options that reduce greenhouse gas emis-
sions may also provide significant changes in other pollutants
whose impacts are of a quite different scale. For example, the
substitution of renewable energy technologies for coal will re-
duce not just CO, emissions — a global benefit — but also SO,
and particulate emissions. thus bringing a reduction in local

environmental damages. On the other hand, the increased use
of renewable energy technologies (such as hydroelectric gen-
eration), which also reduce CO, emissions, may also impose
new and different local environmental costs (such as loss of
biodiversity associated with reservoir inundation).4?

Estimates of the importance of joint benefits and costs vary
widely (in part, because valuing the costs and benefits of other
environmental impacts may be subject to similar difficulties of
valuation and scientific uncertainty as greenhouse gas emis-
stons).*! A recent study (Alfsen et al., 1992) found that the
Jjoint products of carbon reduction (reduction in environmental
damages to forests and lakes, health damages, reduced traffic
congestion, road damage, etc.). offset about 30-50% of the ini-
tial abatement costs in the case of Norway.#? A British study
(Barker, 1993) found that the secondary benefits exceeded the
cost of the greenhouse gas abatement measures.

Adding the benefits of reductions in conjoint pollutants to
the MB measure is one possibility. The other is to subtract
these benefits from the MC measure. Since most of such ben-
efits go to the country that bears the costs of abating the CO,
emissions, while the benefits of lower CO, emissions go to all
countries, it follows that the preferred a[;proach is to adjust
the marginal cost curves.

5.4.5 The aggregation problem

We now turn to the matter of implementing policy. Consider
first Figure 5.7. which depicts the situation faced by a hypo-
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Figure 5.7: The marginal cost and benefits curve for an industrial
country.

thetical country. Its marginal cost curve is upward sloping, in
the manner discussed above. It begins with negative values
(the “no-regrets” or “win-win” options), again in the manner
indicated earlier.

Suppose Figure 5.7 depicts the situation for an industrial-
ized country, say the U.S. Suppose that indeed Nordhaus is
correct in his estimates that the benefits to the U.S. are rather
small. If MB| were true, then the optimal policy would be to
implement only the win-win policies — demand-side man-
agement, more efficient end-use devices, economically effi-
cient pricing, and the like. If MB, were true from the U.S.
perspective, then perhaps only small emission reductions are
warranted. We assume, of course, an appropriate adjustment
for the cvaluation of the benefits of the reduction of joint
costs.

However, the benefits of emission reductions are likely to
be much higher to the rest of the world, and hence the curve
MB,, lies as shown. far above the MB, and MB, curves.
Therefore, when the global benefits of emission cost reduc-
tions arc taken into account. the optimum level of emission re-
duction shifts to the right. as shown. How one persuades
decision makers in the U.S. (and in other industrialized coun-
tries) to take a global perspective is the main question.+?

Consider now the situation for a developing country (Fig-
ure 5.8). Again the global benefits curve lies far above the
curve for an individual country. Evidence from empirical
studies suggests that a tar larger portion of the MC curve is in
the no-regrets zone. Several multicountry studies point to this
result. ™

In the case of developing countries. the GEF funding
mechanism provides the means for shitting the level of emis-
sion reduction undertaken by any specific country to the right.
Butin what range does the GE mechantsm operate? Concep-
wally, 1 should operate in the range CDthat is, it should pro-
vide funding only bevond the optimal level trom the country
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Figure 5.8: The marginal cost and benefits curve for a developing
country.

perspective. But since the MB curve is so difficult to deter-
mine, an easier definition, operationally, is for the GEF to
operate in the range BD; that is, from the conventionl
“least-cost” point that would normally apply, and in which
any benefits, even locally, from greenhouse gas reductions are
simply taken as zero. For example, wind plants would not nor-
mally lie in the least-cost expansion path for an electric utility
(if environmental externalities are valued at zero); GEF pro-
vides the mechanism to fund such technologies. Yet. in fact,
the GEF has also funded projects in the range AB - such
the energy-efficient lighting project in Mexico.#

The difference between the optimal level of reduction from
the national perspective and that from the global perspective
lies at the heart of the practical problem of implementation. A
related but different issue — involving equity — concerns one
of the premises of CBA, namely that sunk costs and past ac-
tions are not relevant. Yet developing countries argue that in
the case of the climate change problem, past emissions are rel-
evant, because it is the industrial countries, not the developing
countries. that have accounted for the bulk of the uanthro-
pogenic greenhouse gases present in the atmosphere (¢.g.. see
Munasinghe. 1991).

5.4.6 Systemic evaluation

The comparison of abatement cost estimates shown in Table
5.2 also points to the importance of systemic evaluation. The
cost per tonne of avoided emissions for both wind and the ne-
coal option are much lower in the Sri Lankan than in the GEF
or Indian estimates for the exact same technology. The reison
lies in the fact that the incremental cost of. say. wind power.
depends on what technology is being substituted. and this wil
be very different from case to case. For example. in Sri Lunke
imported coal bascload plants largely determine the fur
svstem expansion cost. This is much more expensive than it




Applicability of Techniques of Cost-Benefit Analysis to Climate Change

Table 5.2. Comparisons of cost estimates for CO, abatement
(in $/tonne of CO,)

Study type Wind No coal
Sri Lanka Systemic, single 67-131 16-26

300 MW

wind farm
GEF Generic 116-223 45-89
India Supply cost 150-600

Sources: For Sri Lanka, Meier ¢t al. (1993); for India, Hossein and
Sinha (1993). The generic estimate is from London Economics
(1992).

India, which has available relatively large quantities of low-
cost domestic coal. Similarly, in the generic cost estimates
made by the GEF for no-coal options, the presumed substitute
fuel is domestic oil or gas, not imported oil (as is the case for
Sti Lanka). The point is that there likely exist very large,
country-specific variations in estimates of the cost of green-
house gas emission abatement through given technologies.
Joint costs and benefits that are local in nature will very likely
vary even more from place to place.

Another way of making the same point is by noting that
single-point cost estimates for many technologies can be quite
meaningless, because the supply curve for even an individual
technology is not flat. For example, as Hossein and Sinha
(1993) have shown in a recent study of wind and hydro for In-
dia, the supply curves have the expected classical upward
sloping shape as illustrated in Figure 5.9 for the supply cost of
wind farms in India. Such static cost curves neglect the coun-
terargument that, in a more dynamic analysis, cost may de-
cline due to economies of scale and technological advances.

5.5 Issues

5.5.1 Risk, uncertainty, and irreversibility

Our knowledge about how anthropogenic emissions of green-
house gases affect global temperature, what kind of effects a
change in global temperature may have, and how efforts to
mitigate climate change may work is clearly restricted. How
different greenhouse gases react in the atmosphere is not fully
understood, and even if exact predictions of the average in-
crease in global temperature could be made, the different re-
gional effects of these increases will be exceedingly difficult
to foresee. There is also considerable uncertainty about the
economic and social effects of abatement measures, which are
decisive for determining their associated costs and benefits.

One cannot, therefore, cvaluate climate measures without
taking these uncertainties into account. On the other hand, ac-
knowledgment of vast uncertainties should not lead to an inert
attitude but rather to the development of rational strategies for
acting under uncertainty. Economic analysis under uncer-
tinty aims at developing strategies for decision makers who
face uncertainties in future costs and benefits. The uncertainty
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Figure 5.9: Supply cost curve for wind farms in India.

in the outcome of a variable is often described by a probabil-
ity attached to each possible outcome. In some cases, the
probability distribution is objectively presented; in such cases
one normally talks about risk. More often, subjective proba-
bility distributions are assumed, in which case one talks about
uncertainty.

In Section 5.4 we noted that the level of uncertainty is
greater in the benefits curve than in the cost curve (recall Fig-
ure 5.5). Figure 5.10 illustrates the practical consequence of
uncertainty in a different way. Figure 5.10a depicts the cost-
benefit analysis of the optimum level of emission reduction.
The optimal reduction, R”N. is given by the point at which
MB = MC. If the marginal mitigation cost and marginal dam-
age cost functions were known with certainty or if, in the ab-
sence of risk aversion, one were to use expected values of the
uncertain mitigation cost and damage functions, then the opti-
mum degree of emission reduction would be as shown.

However, given uncertainty in the marginal mitigation cost
and damage functions, the optimal emission reduction cannot
be determined precisely. It could liec anywhere within a rela-
tively wide range. Uncertainty in the damage function and
risk aversion lead one to a “precautionary approach,” which
requires more stringent emission reductions, lying to the right
of the expected value R and roughly determined by the in-
tersection of the cost curve and some notional upper envelope
estimate of the damage function. as indicated by C in Figure
5.5.

Figure 5.10b illustrates the case in which the damages are
sufficiently uncertain that a marginal damage function cannot
be defined. The risks associated with various emission levels
are considered, using the best available evidence. This infor-
mation, together with the associated costs, is used to select an
emission reduction, R .. that constitutes an affordable safe
minimum standard. Analytically. such a standard would have
to be based on a multicriteria analysis.

Finally, in Figure 5.10c¢ the emission reduction R, is
based solely on a scientific assessment. This corresponds to
the first of the two views of the sustainability approach dis-
cussed in Chapter 6. Since the obligation to avoid harm is ab-
solute. the cost of avoiding harm is irrelevant. The benefits of
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a) Cost-Benefit Analysis control are so large that consideration of costs is unhelpful.
This can be termed the absolute standards approach.

. . The attitude towards risky outcomes is often expressed in
Marginal Marginal - . S .. .
Dumage Mitigation terms of a risk premium, which is the minimum compensation
Cost Cost required to accept a lottery with expected return x compared

' to a certain return of x. Such a premium may be requirad be-
cause the decision maker prefers certain to uncertain out-
comes, but may also occur if the net benefit of his investmen
is nonproportionate in quantity. For instance, suppose a coun-
try commits itself to reduce emtissions by 100 tonnes and con-
siders two alternative measures. One alternative reduces
emissions by 100 tonnes with certainty. The other measure
has a 50% chance of reducing emissions by 200 tonnes. Even
if the expected reductions are equal (i.e., 100 tonnes), it is ev-
ident that a decision maker will prefer the certain alternative
—_— unless the uncertain alternative is considerably less costly. a

Damage and Mitigation Costs

Ropt GHGRE[:I]JZ::ZE there is a chance of having to impose additional measures if
unltucky. Assessments of the uncertainty involved in the
analysis of climate change may therefore be of great impor-

b) Affordable Safe Minimum Standard tance to decmgn making. e .
- ’ However, given the uncertainty it is also important to en-
phasize that some actions will be less attractive than other.
Unacceptable Marginal The mirror of the above argument is that some actions may be
Risk Zone Mitigation acceptable. even with negative net expected benefit. if they

Cost reduce the uncertainty. One way to do so is to spread the risk

among several measures. Then, if one fails to meet its ex-
pected target, another may satisfy the achievements that wer
expected. The total risk would thus be lower than if all efforts
were concentrated on one single measure.

One is scarcely able to account for all the uncertainties in-
volved when analyzing climate change. In some cases it may

Damage and Mitigation Costs

Unaffordable be equally difficult to assess a probability distribution of a
Costs Zone variable as a single expected estimate. Ignorance about cer-
" Affordable ' tain effects of a measure indicate that they should be left out
Costs Zone of the analysis. However, CBA may be of great help to deci-
RASM GHGmm sion making even wheq limited to effects on which reasonably
Reduction well-founded value estimates can be provided.
One issue that has attracted a lot of interest in the literature
¢) Absolute Standard of environmental economics is the problem of making irre-

versible decisions under conditions of uncertainty. Becuuse

& . of the long atmospheric lifetimes of greenhouse gases. ire-

% Unacceptable . Acceptable versibility is a central characteristic of the climate change prob-

8 Risk Zone 7 Risk Zone lem. A former, more benign climate cannot be reestablished if

S . decisions lead to worse-than-expected climatic outcomes.

= . . . . .

= . To incorporate the cost of irreversible effects in the CBA.u

=) . vast amount of information is required about such factors a

§ . how the uncertainty evolves over time. Such information i

a0 . rarely available. but we may assume that increased knowledge

5 . about climate change will narrow the range of uncertainties
e—— . - . T .

A RAS GHG Emission in the future. This possibility also enhances the tmportance
Reduction of keeping future options open. This is an extra cost of ire-

versibility — the so-called quasi-option value — and it suggess
Figure 5.10: Mecthods and rules for determining mitigation targets.  that decision makers should follow flexible strategies when

taced with uncertainty.
The strategy that leaves most future options open is diffi
' cult to determine. however. Investing in abatement of climate
change opens possibilities for increasing emissions at a lawr

R RRERRREREERRBRBREERB RSSBDDD——hEwRRBBRBBSBBRDZRIIIDD[IE=
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stage if the effects turn out to be less serious than expected.
On the other hand, it reduces the potential use of adaptation.
In addition, it is difficult to predict the effect of increased
knowledge, especially whether anticipated outcomes will be-
come more certain. When dealing with many of the effects of
climate change, ignorance is perhaps a more appropriate con-
cept than uncertainty. Increased knowledge may change igno-
rance to uncertainty, but the range of possibilities will not
necessarily narrow for that reason.

In applying CBA to the global climate change problem,
and in particular to the evaluation of alternative policies to op-
timize net benefits, several major sources of uncertainty need
to be considered:+¢

o Uncertainty about the actual rates of emission.*7 Most of
the many studies cited earlier make assumptions about
current and future rates of emissions, taking some
“business-as-usual” case as a starting point. Current CO,
emissions from fossil fuel use may be reasonably well
known, but the level of uncertainty increases as one con-
siders levels of possible fossil fuel use in the more
distant future,* the impact of deforestation,?® or the
emissions of other greenhouse gases such as methane.’¢

o Uncertainty about the costs of emission reduction.
Again there are significant differences between estimat-
ing such costs in electric utility systems (which are rela-
tively well known for conventional technologies) and
those elsewhere, particularly for reforestation.

o Uncertainty about scientific linkages. As already noted
in Section 5.3, there exists a chain of scientific uncer-
tainty (see Figure 5.3). The extent to which these uncer-
tainties can be resolved by further rescarch is itself
subject to uncertainty (especially in light of the previ-
ously noted fact that by its very nature, ex ante verifica-
tion of models by actual data is difficult). Thus. it is
unclear that similar arguments invoked in the context
of other environmental problems have validity for glo-
bal climate change. In contrast, the argument that fur-
ther understanding of atmospheric chemistry, or of the
chemistry of lake acidification. or of the exact nature of
forest damage mechanisms was necessary before very
costly efforts were undertaken to control SO, and NO,
emissions did at least have the merit that data on the ac-
tual damage of acid rain could be found.

o Uncertainty in valuing the costs and benefits of the
physical impacts. Here there may exist quite large varia-
tions in the level of uncertainty: For example, evaluat-
ing the cost of protective dikes to protect against sea
level rise or estimating the opportunity cost of inun-
dated land is subject to signiticantly less uncertainty
than estimating the impact on agriculture or on biodi-
versity. However. estimating the costs of more extreme
climate conditions (e.g., more intense storms) will be
very difficult.

s Uncertainty about the assumptions underlving policy
options. A number of studies. for example. have esti-
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mated the impact on greenhouse gas emissions of elimi-
nating subsidies on coal or electricity, using assumed
values of price elasticity.5! General equilibrium models
require all kinds of assumptions about the elasticities of
substitution: The actual values used in these numerical
simulations are either based on historically estimated
elasticities or on the judgment of the modeller. In either
case, there is uncertainty about the extent to which such
values match actual behaviour.

o Uncertainty about the effectiveness of policies. For ex-
ample, the proposition that a certain level of carbon tax
will in fact result in a certain hypothesized fuel substitu-
tion makes a number of assumptions about the function-
ing of markets. As noted carlicr, the very fact that many
apparently “no-regret” options are not being imple-
mented suggests a higher level of market imperfection
than economists like to admit, and/or substantially
higher transaction costs or discount rates.

e Uncertainty about joint benefits and costs. As noted ear-
lier, joint benefits and costs may be a very significant
factor in evaluating options for greenhouse gas abate-
ment. However, these joint benefits and costs are also
subject to significant uncertainties (and also measure-
ment problems).

The application of valuation techniques is difficult even
where the impacts themselves can be quantified with relative
confidence. But in the case of global climate change, uncer-
tainties in economic valuation techniques may be signifi-
cantly smaller than the scientific uncertainties that surround
the impacts of increasing concentrations of greenhouse gases.
Advocates of immediate mitigation action to reduce emis-
sions argue that even if the probabilities of some of the impor-
tant impacts arc unknown and subject to great uncertainty,
they are not zero. Low probability/high impact events are es-
pecially complex to model, and concern about such events
may also provoke extreme risk-averse behaviour. Further, the
process of climate change. once underway, will be irreversible
(at least during a period measured in centuries), and the dam-
ages that may result are so catastrophic that action may be
warranted even in the absence of more precise scientific
knowledge about the impacts.

A good analogy is a nuclear power plant accident. The
Chernobyl incident notwithstanding. the risk of a catastrophic
accident is extremely small. But the cost of a major accident is
undoubtedly very large. Both the probabilities’? and the costs
of the impacts are very difficult to estimate. But even if one
could agree on appropriate values to use, and one were able to
calculate an expected value. deciston making on the basis of
the expected value may still not reflect the preferences either
of the public or of decision makers. The consequences of even
an extremely unlikely event may be pereeived as so undesir-
able (especially in the case of extreme risk aversion), that
normal” decision rules may simply not be viewed as appro-
priate. In other words. cost-benelit analysis must deal not just
with expected values, but also with the risk preferences of the
decision makers and those they represent.
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The traditional and simple way of incorporating uncer-
tainty considerations in CBA has been through sensitivity
analysis. Using optimistic and pessimistic values for different
variables can indicate which variables will have the most pro-
nounced clfects on benefits and costs. Although sensitivity
analysis nced not reflect the probability of occurrence of the
upper or lower values, it is useful for determining which vari-
ables arc most important to the success or failure of a project.

Indeed decision makers often assign probabilities (even if

only implicitly) to the various outcomes. Admittedly. the
sheer magnitude of the costs of catastrophic climate change
will make the sensitivity analysis problematic.

One might note that for certain types of uncertainty, some-
thing akin to risk insurance is available in the form of futures
and options markets. For example, one can hedge against un-
certainty in the future price of oil by transactions in the oil fu-
tures markets, but their efficient functioning depends on there
being some balance between those who are buyers of oil (who
are primarily interested in protecting themselves against a rise
in the price), and scliers of oil (who are interested in protect-
ing themselves against a fall in the price).5? (See Box 5.2.)

Finally, extreme uncertainty might also influence the na-
ture of the cconomic instruments employed for policy pur-
poses. For example, a price-oriented mechanism (such as a
carbon tax) which limits economic dislocation might be pre-
ferred over a quantity-based mechanism (such as tradable per-
mits) in a situation where there are both uncertain control
costs and an uncertain environmental response (see Lave and
Gruenspeceht, 1991).%

5.5.2 Valuation

The robustness of a cost-benefit analysis depends critically on
how reliable the valucs attached to each item are. The prices
of marketable goods and services express social values as
long as the goods in question are not rationed and there are no
externalitics.®® For nonmarketed goods and services, such as
many environmental services, values have to be estimated in
order to aggregate costs and benefits and obtain an overall
evaluation of choice of policy. Estimated prices may depend
on the methodology chosen to create them, and one should
therefore interpret with caution results which include such
prices.

One reason why avoiding climate change may have a value
is that climate change will cause a change in economic activi-
ties. Sca level rise will force people to move. for example, or
more turbulent weather conditions may increase the need to
rebuild damaged structures or replace damaged materials. A
second reason is that people attach subjective values to the
climate where they live — values that are to some extent re-
tlected in the notions of “good™ and “bad™ weather.

However, it is ditficult o assess these values. To simplify
somewhat. one may base an estimate on the anticipated costs
of achicving a certain target at observed market prices: for in-
stance. the minimum abatement cost of attaining the same
level of greenhouse gas emissions as a previous vear, Alter-
natively, one may estimate the withingness to pay tor reach-
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ing such a target. In neither of the cases, however, would one
be able to assess the benefits in terms of avoided future dam-
ages.

Valuation of environmental effects in CBA may be helpful
in attaining cost-effective decisions. However, the valuation
should be based on a reasonably well-founded methodology.
Speculative assumptions will not contribute to decision mak-
ing. A measure that yields negative net benefits according to
an analysis may be worthwhile if effects that are assumed to
be positive but not explicitly valued in the calculation are well
documented. Decision makers will normally manage to con-
sider more than one measure simultaneously. CBA usually
simplifies the decision by aggregating several effects, bul
there is no necessity for all effects to be aggregated into one
single measure.

There are several fundamentally different types of cosls
and benefits that must be addressed, each of which requires
somewhat different approaches to quantification and valua-
tion:

o Mitigation actions taken before the actual impacts are
observed. These are primarily a matter of reducing
emissions or of removing greenhouse gases through
reforestation. The vast majority of the applications of
cost-benefit analysis have addressed the question of
how best to achieve given levels of emission reduction,
Valuation issues generally do not arise in this catcgory.

o Costs of mitigation actions taken after impacts becone
apparent. These will necessarily occur in the future, and
would be undertaken only if (1) climate change actually
does occur and (2) climate change does indeed resultin
specific impacts. The cost of dikes to prevent inundi-
tion of coastal areas is a typical example in this cate-
gory. Based on actual experience (such as in the
Netherlands), the cost of such mitigation actions are
relatively easy to establish.3 Climatic engineerirg op-
tions, such as painting roads and roofs white or putting
particles into the stratosphere also fall into this cate-
gory. Again, there are few valuation issues here.

o Costs (and benefits) of adaptation. Society will adap!
with varying degrees of pain to many of the impacts of
climate change — indeed, society has already adapted to
changes in climate that have occurred in the past. For
example, climate change will affect crop yields and may
result in poleward shifts in the distribution of cultivated
land. Some areas will gain, and some will lose. and the
consequences become an equity issue (between regions
and countries) as much as a cost issue. Estimates of net
losses for U.S. agriculture, for example, suggest a toler-
able impact for the U.S. as a whole. but significant re-
gional variations.”” Some of the costs of adaptation will
vary, depending on ex ante actions (e.g., the develop-
ment of drought- or saline-resistant crops).ss

o Costs (and benefits) of nonadaptation. In some cases.
adaptation may not be possible or the cost of mitigation
may be higher than the foss incurred in its absence. For ey

—
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BOX 5.2: APPLICATIONS OF DECISION ANALYSIS

Option analysis

In conventional CBA analysis, the usual decision rule is to take some action if the expected benefits exceed the expected
costs. Depending on the degree of irreversibility present, 2 more appropriate rule is to take the action when benefits exceed
costs by an amount at least equal to the value of the forgone option. Suppose some investment depends on some assumptions
that are subject to great uncertainty - such as future world otl prices. If one makes an investment decision that is largely ir-
reversible — such as building a large hydroelectric power project — then one loses the flexibility associated with waiting to
learn more about the factors that affect oil prices. Preserving that flexibility has some economic value, namely the so-called
option value. In financial and commodity markets such options to buy (and sell) are traded, with option prices determined
by the market itself. But option value theory is now being applied to other fields involving capital-intensive investments,
such as power generation.!

In applying these concepts to the climate change problem,. there are many key differences. First. in one sense the problem
is exactly opposite to that faced by, say, the power sector. In climate change, one loses flexibility if one does not make short-
term investments to reduce greenhouse gas emissions. However, investment in reductions now is not free: Resources have to
be diverted from other uses, and better emission technologies may be available in the future. Thus to some extent, commit-
ting now to current technology restricts the option to use better technology later. Second, unlike the financial and commod-
ity context, there is no marketplace to set the value of the option.?

Decision analysis and hedging strategies

Among the early attempts at applying decision analysis to the climate change problem are those of Manne and Richels,? who
have developed an approach for determining the optimal hedging strategy. The paradigm they use is that of a portfolio of in-
surance options:* What combination of insurance should be bought, if indeed any at all? What portion goes to R&D 1o re-
solve scientific uncertainties? What portion goes to the development of new supply and conservation technologies to reduce
abatement costs? And what portion goes to immediate abatement of emissions? In particular, they focus on the value of in-
formation® and on how much accuracy is needed in climate modelling and impact assessment. Clearly, with perfect informa-
tion, the best course of action can be charted immediately, and there is no need to hedge bets. Manne and Richels conclude
that the need for precautionary near-term emission reductions is inversely related to the sustained commitment to R&D to
develop better climate information (which reduces the need to hedge against an uncertain and potentially hostile future).
However, given the inherent predictive uncertainty of climate change (and in particular the reliability of indicators), the lim-
itations of such approaches need to be recognized.

'See, for example. Crousillat and Martzoukos (1991). This study reviewed power sector investment decisions in Costa Rica, Hungary,
and West Africa. For a general review, see Dixit and Pindyck (1994).

A marketplace might emerge if a tradable emission permit system were to be instituted. Chao and Wilson (1993) outline a means of us-
ing option values to quantify the flexibility associated with the purchase of a tradable emission permit instead of fixed capital investment
in control technology.

See, for example, Manne and Richels (1992).

‘Lave (1991) notes that the concern about global climate change is not concentrated just in the rich nations but in the upper income
groups in those nations. These are the same groups that voluntarily purchase insurance to protect themselves against other losses, such as
those related to health, floods, and earthquakes. Persuading poor people to buy flood or earthquake insurance is exceptionally difficult
even in the developed countries.

The value of information under uncertain conditions is a concept much used in the private sector. For example, before embarking on the
expensive proposition of drilling a wildcat well, oil drillers must decide how much ought to be spent on much less expensive prior sur-
vey work: Will general magnetic surveys suffice or are more expensive seismic surveys needed? Neither yields perfect information. For
details of how such decision-theory models are applied in this field, see, for example, Newendorp (1976).
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Table 5.3. Potential impacts to be valued (for the U.S.)*

Systems Potential Impacts

Forests and
terrestrial vegetation

Migration of vegetation
Reduction in inhabited range
Altered ecosystem composition
Species diversity Loss of diversity
Migration of species
Invasion of new species
Inundation of wetlands
Migration of wetlands

Loss of habitat
Migration to new habitat
Invasion of new species

Coastal wetlands

Aquatic ecosystems

Coastal resources Inundation of coastal development

Increased risk of flooding

Water resources Changes in supplies
Changes in drought and floods
Changes in water quality +

hydropower production

Agriculture Changes in crop yields
Shifts in relative productivity

and production

Human health Shifts in range of infectious disease
Changes in heat-stress and cold-weather
afflictions

Changes in fertility due to stress

Energy Increase in cooling demand

Decrease in heating demand

Changes in hydropower output
Transportation Fewer disruptions in winter transportation

Increased risk for summer inland
transportation
Risks to coastal roads

Weather-related
damages

Damages related to changes in the
frequency and severity of extreme
weather events like storms

tSystems and potential impacts as listed in OTA (1993). except for
weather-related damages.

ample, in some areas, the cost of construction of dikes may
be far higher than the value of the land lost to coastal flood-
ing: in such a case, the relevant cost to be estimated for
purposes of CBA is the value of the land lost.

It is thus in the third and fourth of these categories that val-

uation issues arise. Table 5.3 lists the specific categories of

impacts that may be encountered as a result of global climate
change.

Conceptually. the total economice value (TEV) of a resource
consists of its use value (UV) and non-use value (NUV).3 Use
values may be broken down further into the direct use value
(DUV). the indirect use value (JUV), and the option value
(OV) (potential use value).® One needs to be careful not to
double-count both the value of indirect supporting functions
and the value of the resulting divect use. One major category
of non-use vilue is existence value (£1). Thus
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Figure 5.11: Categories of economic values attributed to environ-
mental assets.

TEV=UV+NUV
or
TEV=[DUV+IUV + OV] + [NUV]

Figure 5.11 shows this disaggregation of TEV in schematic
form. Below each valuation concept, a short description of its
meaning and a few typical examples (based on a tropical rain-
forest) of the environmental resources underlying the per-
ceived value are provided. Option values, non-use values, and
existence values are shaded as a caution that some ambigui-
ties are associated with defining these concepts. (As shownin
the examples, they can spring from similar or identical re-
sources, and their estimation can be interlinked also.) How-
ever, these concepts of value are generally quite distinct.
Option value is based on how much individuals are willing v
pay today for the option of preserving the asset for future (per-
sonal) direct and indirect use (see Box 5.3). In the context of un-
certainty, quasi-option value is said to define the value o
preserving options for future use in the expectation that knowl-
edge — about the potential benefits or costs associated with the
option (see Pearce and Turner, 1990; Fisher and Hanemann.
1987) — will grow over time. This approach may be quite rcle-
vant, given the great uncertainties associated with climat
change. Existence value is the perceived value of the environ
mental asset unrelated either to current or optional use (i.c.. the
value it has simply because it exists). A variety of valuation tech-
niques may be used to quantify the above concepts of value !

The basic concept of economic valuation underlying all
these techniques is the willingness to pay (WTP) of individu-
als for an environmental service or resource.®? As shown i
the box. valuation methods can be categorized according ©0
which type of market they rely on and by considering huow
they make use of actual or potential behaviour.

—
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BOX 5.3: TAXONOMY OF VALUATION TECHNIQUES

Type of Market

Type of Behaviour Conventional market Implicit market Constructed market
Based on actual behaviour Effect on production Travel cost Artificial market
Effect on health Wage differences
Defensive or preventive costs Property values

Proxy marketed goods

Based on intended Replacement cost Contingent
behaviour valuation
Shadow project

Effect on production. An investment decision often has environmental impacts, which in turn affect the quantity, quality,
or production costs of a range of productive outputs that may be valued readily in economic terms.

Effect on health. This approach is based on health impacts caused by pollution and environmental degradation. One prac-
tical measure related to the effect on production is the value of human output lost due to ill health or premature death. The
loss of potential net earnings (called the human capital technique) is one proxy for forgone output, to which the costs of
health care or prevention may be added.

Defensive or preventive costs. Often. costs may be incurred to mitigate the damage caused by an adverse environmental
impact. For example, if drinking water is polluted, extra purification may be nceded. Then, such additional defensive or pre-
ventive expenditures after the fact could be taken as a minimum estimate of the benefits of mitigation beforehand.

Replacement cost and shadow project. If an environmental resource that has been impaired is likely to be replaced in the
future by another asset that provides equivalent services, then the costs of replacement may be used as a proxy for the envi-
ronmental damage — assuming that the benefits from the original resource are at least as valuable as the replacement ex-
penses. A shadow project is usually designed specifically to offset the environmental damage caused by another project. For
example, if the original project was a dam that inundated some forest land. then the shadow project might involve the re-
planting of an equivalent area of forest elsewhere.

Travel cost. This method seeks to determine the demand for a recreational site (e.g.. number of visits per year to a park)
as a function of variables like price, visitor income. and socioeconomic characteristics. The price is usually the sum of entry
fees to the site, costs of travel, and opportunity cost of time spent. The consumer surplus associated with the demand curve
provides an estimate of the value of the recreational site in question.

Property value. In areas where relatively competitive markets exist for land, it is possible to decompose real estate prices
into components attributable to different characteristics like house and lot size, air and water quality. The marginal WTP
(willingness to pay) for improved local environmental quality is reflected in the increased price of housing in cleaner neigh-
bourhoods. This method has limited application in developing countries. since it requires a competitive housing market, as
well as sophisticated data and tools of statistical analysis.

Wage differences. As in the case of property values. the wage differential method attempts to relate changes in the wage
rate to environmental conditions, after accounting for the effects of all factors other than environment (e.g., age, skill level,
job responsibility, etc.) that might influence wages.

Proxy marketed goods. This method is useful when an environmental good or service has no readily determined market
value, but a close substitute exists which does have a competitively determined price. In such a case, the market price of the
substitute may be used as a proxy for the value of the environmental resource.

Artificial marketr. Such markets are constructed for experimental purposes, to determine consumer WTP for a good or
service. For example, a home water purification kit might be marketed at various price levels, or access to a game reserve
may be offered on the basis ot different admission fees. thereby facilitating the estimation of values.

Contingent valuation. This method puts direct questions to individuals to determine how much they might be willing to
pay for an environmental resource. or how much compensation they would be willing to accept (WTA) if they were de-
prived of the same resource. The contingent valuation method (CVM) is more effective when the respondents are familiar
with the environmental good or service and have adequate information on which to base their preferences. Recent studies
indicate that CVM,. cautiously and rigorously applied, could provide rough estimates of value that would be helpful in eco-
nomic decision making. especially when other valuation methods are unavailable.

Source: Munasinghe (1993).
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Valuation techniques obviously need to be selected with
some care, and in particular one must recognize that a given
valuation technique may not necessarily capture the entire
value. For example, if the replacement cost approach is being
used to value the loss of forest area being inundated by a dam,
it would likely capture only the use value. The value of biodi-
versity loss involved in the loss of primary forest, or a devel-
oped ecosystem, may not be included.®?

We note that these valuation techniques have been devel-
oped for more conventional environmental impact analysis
and would require significant modification and/or careful
interpretation when applied to issues connected with global
climate change (c.g.. long-term intergenerational impacts,
biodiversity loss, welfare comparisons across cultures or
where there are wide gaps between gainers and losers, etc.).
Nevertheless, whatever the difficultics, the importance of val-
uation remains, and the development of better techniques
should be viewed as an important item in the overall climate
change rescarch agenda. Certainly, ignoring an impact be-
cause it cannot be satisfactorily valued carries high risk and is
one of the reasons for the use of MCA (see below).

5.5.2.1 Discount rate

We noted in the introduction that CBA requires a very specific
and explicit way of dealing with time. The first principle is
that past (or “sunk™) costs are ignored. based on the premise
that, since past decisions cannot be changed. they have no
bearing on decisions regarding the efficiency of resource use
that are to be made in the present or in the future.o

The sccond principle is that a discount rate is applied to fu-
ture costs and benefits to yield their present values. The issue
of choosing an appropriate discount rate has been discussed in
the context of general CBA for many years (Dasgupta ef al.,
1972; Harberger, 1976: Little and Mirrlees, 1974: Sen, 1967).
The long-term perspective required for sustainable develop-
ment suggests that the discount rate might play a critical role
in intertemporal decisions concerning the use of environmen-
tal resources (Arrow, 1982). We briefly discuss below several
key issucs relating to discount rates. The topic is dealt with
more fully in Chapter 4.

Compared with most other economic investment decisions,
the time perspective of measures aimed at mitigation of cli-
mate change is considerably longer. Cline (1992) suggests
a 200-300-year time horizon for chimate policy decisions,
whereas investiments in cconomie activities seldom need more
than a 25-year horizon. This longer time horizon makes as-
sumptions about how the economic and the environmental
systems will develop and the discounting of future values crit-
ical to the evaluation of measures.

The discount rate denotes the social opportunity cost of

capital. It reflects the net impact on total social benefits if one
unit of present output is withdrawn from consumption and in-
stead 1s invested elsewhere (for instance. in production or
abatement). The criterion for optimal social and economic de-
velopment is that the marginal total benefits from the different
investments should be equal regardless of what the invest-
ments are aiming at. In other words, the social discount rate
should be equal tor all investments. I not. it would be possi-
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ble to reallocate resources and attain a higher social benefit
without any cost. Thus, the discount rate expresses a condition
for dynamic (or intertemporal) efficiency.

The discount rate also provides a signal to decision makers
who evaluate single projects or measures to take decisions in
accordance with dynamic efficiency (over time). Even if one
accepts the requirement to apply the same discount rate for
marginal projects within a given time period, there are many
potential optimal levels of the discount rate. This leve! de-
pends, inter alia, on the social preferences about present ver-
sus future consumption that may be reflected in an inter-
temporal welfare function. The formulation of this function
has been the subject of an extended debate in which questions
about intertemporal comparisons as well as the current distri-
bution of welfare have been raised.

It is worth emphasizing that, although externalities re ated
to climate change will affect the social rate of discount, it is
not sufficient merely to adjust this discount rate to take full
account of climate change in a CBA. One must include also
the “price” of the environment, which may increase substan-
tially over time. As a consequence, future impacts from cli-
mate change may be quite important to present day decisions.
even in “discounted terms”: A 5% increase in the price of the
environment will fully counteract the effect of a 5% discoun
rate.

To conclude, discounting is necessary in order to compuie
costs and benefits at different time periods. Attempts to avoid
discounting or to apply a different discount rate for climate
measures than for other investments will inevitably result in
an inefficient policy. However, it is difficult to pick out the
correct social discount rate, as there are no practical observi-
tions of such a rate. Furthermore, discount rates may depend
on the future scenario that is assumed, and could vary over
time — in particular, very long-term discount rates may be
lower as economic growth rates saturate and decline (see
Munasinghe. 1993).

5.5.2.2 CBA and equity

The benefits and costs of climate change mitigation strategies
may accrue to different countries (and to different regions
within larger countries) in different ways and at different
times. How one reconciles these differences is therefore one
of the central dilemmas facing policymakers, and it involves
some crucial equity issues (see Chapter 3).

Thus, although CBA can provide answers on who should
engage in how much abatement based solely on the criterion
of maximizing economic efficiency, it must be recognized tha
some deviation from the global least-cost solution as obtained
by CBA may have to be accepted to get international agree-
ment. As indicated earlier in Figure 5.1, there will likely bea
trade-off between equity objectives and economic efficiency.
CBA can help define the trade-otf curve, but it cannot provide
an answer to what combination of economic efficiency and
equity is necessary to get international agreement. However.
whether there is a trade-off between equity and efficiency. and
what the properties of this trade-off are. depend on what pol
icy instruments are available. For example. if one permits side
payments (in lump sum form) between countries. the efficient
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allocation of emissions across countries could be achieved in-
dependently of the equity issue.

Several concerns shape equity perceptions and the ability
to obtain international agreements. Effective action to control
climate change depends on a degree of international agree-
ment. Therefore, a first obstacle to whatever mechanism
might be agreed on is national sovereignty — to what extent
will sovereign nations subject themselves to enforcement ac-
tions by others? Even simple agreements for joint implemen-
tation of projects involving two countries have run into
difficulties (as discussed later in this section).

The second obstacle is the heterogeneous nature of the ef-
fects of greent .use warming. Although the most widely cited
measure ol climate change is the average increase in global
temperature, climate change affects different countries differ-
ently. In addition, the costs or response measures and their
economic implications vary greatly among countries, particu-
larly as a function of the level of development. Therefore, per-
ceptions of the benefits of global cooperation will differ
greatly.

A third obstacle is posed by strategic incentives. If some
countries take the lead and set up a greenhouse gas control
agreement, others have an incentive to free-ride and abstain
from joining, as they cannot be excluded from the benefits
such an agreement creates. If countries act selfishly in this
way, few will become party to an agreement. Instead, most
countries will not cooperate, and no general agreement will be
reached even if all countries were to benefit from it. (This is
the well-known prisoner’s dilemma from game theory.®)
Some argue that the overwhelming historical contribution to
the build-up of greenhouse gases from developed countries
constitutes an “‘environmental debt,” that cannot be conve-
niently ignored using the traditional “sunk cost™ approach. If
past contributions to greenhouse gas emissions are considered
from an equity viewpoint, establishment of appropriate side
payment mechanisms from developed to developing coun-
tries, including financial assistance and technology transfer,
could facilitate more enthusiastic cooperation by developing
countries in efforts to mitigate climate change.

The question of joint implementation illustrates the limits
of CBA in this regard. The motivation for joint implementa-
tion is a straightforward result of CBA. If a country — say the
U.S. - decides to make an effort to reduce greenhouse gas
emissions, and if reductions can be obtained at lower costs
abroad, then the U.S. should initiate projects in other coun-
tries to minimize overall costs (Aaheim, 1993). The receiving
country has nothing to lose if the additional cost of such a
joint implementation project is covered by the investing na-
tion. Yet many countries and organizations have reacted with
skepticism to such an approach, for reasons that are political
and based on equity concerns rather than on cconomic effi-
ciency. The reasons include mistrust of the true willingness of
the industrial countries to mitigate climate change. the belief
that the ultimate reduction in greenhouse gases under such a
regime would be negligible. and the suspicion that joint im-
plementation gives industrial countries an opportunity to “buy
themselves out of their problems™ at the expense of the devel-
oping countries.®® Indeed. some developing countries fear that
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Table 5.4. Criteria for choosing a strategy

. Flexibility

. Urgency

Low cost

. Irreversibility

. Consistency

. Economic efficiency

. Profitability

Political feasibility

. Health and safety

10. Legal and administrative feasibility
11. Equity

12. Environmental quality

13. Private vs. public sector

14. Unique or critical resources

e I N T

Ned

Source: EPA (1989).

joint implementation investment might partly substitute for
traditional forms of financial and donor assistance, and that
such agreements might preclude the right of their own future
generations to emit greenhouse gases.

Brazil and other countries have advanced a further reason
for host country skepticism of joint implementation projects,
namely that Annex I countries to the Framework Convention
on Climate Change would invest in all the low-cost/high-
return projects, and thus when non-Annex I countries were
eventually required to curb emissions they would find the
cheapest and best options already taken up.

5.5.3 Multicriteria analysis

Even the staunchest advocates of cost-benefit analysis would
concede that economic efficiency (or economic value) is not
the sole criterion in setting public policy, and that policymak-
ers rightfully need to consider a broader set of objectives. Un-
fortunately. there is much confusion about what constitutes a
coherent set of objectives. Table 5.4, taken from a major
United States Environmental Protection Agency (EPA) study,
lists the criteria suggested as constituting the basis for select-
ing public policy. The authors point out that the first four cri-
teria listed — flexibility. urgency. irreversibility, and low cost —
“would generally be given the highest priority.” Note that
many of these criteria overlap cach other, and economic effi-
ciency is among them!

Simple applications of CBA tend to focus only on eco-
nomic efficiency. However. in more recent extensions, tradi-
tional CBA concepts are embedded in MCA, which expressly
allows more than one objective and expressly addresses risk
and uncertainty. thereby providing an integrating mechanism
for most of the criteria listed. Multicriteria analysis tech-
niques first gained prominence in the 1970s, when the intangi-
ble environmental externalitics lying outside conventional
cost-benefit analysis (CBA) methodologies were increasingly
recognized. It also met one objective of modern decision mak-
ers. who preferred to be presented with a range of feasible al-
ternatives. as opposed to one “bhest” solution. MCA also
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allows for the appraisal of alternatives with differing objec-
tives and varied costs and benefits, which are often assessed
in differing units ol measurement.

Of the criteria listed in Table 5.4, criteria 1,2, 3,4, 5, and 6
can all be treated by modern decision analysis. Indeed, ques-
tions of timing (urgency), flexibility (or robustness), capital
constraints (“low cost”) are all central elements of the ap-
proach. Also, criterion 13 is really part of 6. (In the text, the
authors of the EPA report amplify the criterion as follows:
“Does the strategy minimize governmental interference with
decisions best made by the private sector?”) Furthermore,
modern valuation techniques permit substantial parts of crite-
ria 9 and 12 to be included in the cconomic analysis as well.
As conceded by the EPA report (p. 393), if the principal costs
and bencfits can be quantified in monetary terms, economic
theory provides a rigorous procedure for making trade-offs
between present and future costs, and for considering uncer-
tainty, profitability, and most of the other criteria.”

There is also a need to separate the basic goals of public
policy - such as cconomic ctficiency and equity — which
surely have primacy, from implementation issues such as le-
gal and administrative feasibility, which are generally sec-
ondary. The premise of CBA analysis is that one looks first at
the primary objectives and then asks how many of the primary
objectives one may have to sacrifice to achieve practical
implementation. This principle has become accepted in many
areas of policymaking. For example. the starting point for
setting electric utility rates is to calculate the economically ef-
ficient taritt (based on marginal costs) and then make adjust-
ments to protect low income groups (through lifeline rates,
special provisions for disconnection in the event of nonpay-
ment, etc.). The essence of the approach is not that noneco-
nomic issues are ignored, but that the trade-offs between
economic ctticiency and equity (or indeed other objectives not
readily monetized) are explicitly quantified and displayed in
such a manner that decision makers are made aware of how
much of one objective is traded off in the interests of the other.

Indeed. one of the advantages of MCA is that it forces po-
litical decision makers to look at the trade-offs between their
major objectives rather than attempting to boil down every-
thing into a single number. particularly where valuation tech-
niques may be controversial. Nowhere is this more important
than in the valuation of risk to human life.o?

The application of MCA methods involves the following
steps:

(1) Selection and definition of attributes, say A i=1....n,
selected to reflect important planning objectives. Al-
though the two major relevant attributes in the context
of the global climate change problem are cost and
greenhouse gas emission reductions, we have already
noted that strategies to control emissions may have
other side effects, some positive and some negative, that
may also be difficult to value and that might therefore
require consideration of additional attributes (such as
biodiversity and equity).

(2} Quantification of the levels A ot the 1 attributes est-

mited for cach of the j alternatives. In this quantitication,
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Table 5.5. Technology interventions for greenhouse gas
emission reductions

Option Comments Symbol
Wind energy 305 MW total wind
Minihydro miniHy
DSM: energy EEF
efficient
refrigerators

DSM: compact CFL
fluorescents

Transmission & 10% T&D loss goal TD+
distribution (in place of 12%) by 2000

loss reduction  12% goal delayed to 2003 TD-

Max hydro Builds both reservoirs in the Upper maxHy
Kotmale project; 144 MW high dam
version of Kukule
Clean coal Pressurized fluidized bed PFBC
technology combustion-combined cycle units;
assumed for all coal units after 2000
With pessimistic capital cost
assumptions PFBC-
Clean fuels Use imported low-sulphur residual low S

oil for diesels (0.5% S by weight oil
rather than 2.5% S)

Use low sulphur (0.5%) coal low S
(rather than 1% S coal) coal
FGD systems Model free to choose optimal FGD
generation mix; coal plants
must have FGD systems
FGD systems forced onto basecase ~ *FGD
solution
No coal Model free to choose least-cost noCoal

combination of diesels + hydro

full consideration must be given to discounting issues. for
noneconomic and economic attributes alike. At this stage
of the analysis, trade-off curves are powerful tools for
communicating with decision makers. They are particu-
larly relevant in a situation, such as the climate change
problem, where the quantification of benefits may be dif-
ficult and where decision makers must act largely on the
basis of trading-off short-term costs against certain levels
of greenhouse gas emission reduction.

(3) Determination and application of a decision rule, which
amalgamates the information into a single overall valw
or ranking of the available options or which reduces the
number of options for further consideration to a smaller
number of candidate plans. Where amalgamation i
contemplated. attribute levels are first transtated into
measure of value. v(A,) (also known as the attribute value
function).®® This is sometimes combined with a normzlize-
tion procedure. usually on a scale of 0 to 1| (in which the
lowest value of the attribute value function is assigned U,
the highest 1). Subsequently. weights w, for each attribute
must be determined to arrive at the overall amalgamation.

—
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Calculating the present value of tonnes of CO, emissions over the life of each measure is equivalent to
assuming that the damage due to a tonne of CO, remains constant over this period. It is not necessary
to know the monetary value of the damage due to CO, emissions since the analysis only involves a

comparison of options.

Figure 5.12: The trade-off curve.

Trade-off curves are a particularly useful tool for the analysis
of energy-environmental policy options. Figure 5.12, taken
from a recent study of options for greenhouse gas emission re-
ductions in Sri Lanka (Meier et al., 1993), illustrates the es-
sential concepts. The figure is a plot of two attributes —
greenhouse gas emissions and total system costs — for the
technology options identified in Table 5.5. Each point repre-
sents a perturbation of the reference case, defined as the offi-
cial 1993 basecase capacity cxpansion plan of the national
power company, the Ceylon Electricity Board (CEB).

The trade-off curve is the set of options that are not domi-
nated by others (sometimes referred to as the *“noninferior
set”). These are the options that are “closest” to the origin,
and therefore represent the “best™ set of options that merit fur-
ther attention.®

Several useful concepts arise here. First is the concept of
dominance.™ Pressurized fluidized bed combustion (PFBC —
aclean coal technology) is said to dominate the options in the
sector shown. namely flue gas desulphurization (FGD) and
wind. PFBC has better costs and better (i.c.. lower) green-
house gas emissions. and is thus preferred over the other op-

tions under both criteria. If only these two attributes mattered,
there would be no reason to select any of the dominated op-
tions in place of PFBC.

Another perspective is gained by dividing the solution
space into quadrants with respect to the reference case (Figure
5.13). The options that fall into quadrant III are the “win-win”
options, which are better than the reference case in both at-
tributes. In this case, minihydro, energy-efficient refrigera-
tors, transmission and distribution system loss reduction, and
compact fluorescents all fall into this quadrant, providing
both cost and emission gains. Such win-win solutions
were mentioned earlier. in Section 4. in connection with the
empirical estimates of the MAC curves (e.g., Figure 5.4).
These “below-the-line™ options in the MAC curves are equiv-
alent 1o the options in quadrant I of a multiattribute analy-
sis. 7!

Finally one should note that MCA leads to implicit valua-
tions whenever two options are compared. For example, in the
case of Figure 5.13. a decision maker who prefers option Y
(maximum hydro + no coal) to option X (no coal + low sul-
phur oil) makes an implicit valuation of the concomitant re-
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Source: Meier et al. (1993).

Figure 5.13: “Win-win” options.

duction of greenhouse gas emissions in terms of the increased
costs (i.e., equal to the slope of the trade-off curve between X
and Y or about 200$/ton of CO,).7

It must also be noted that the choice of criteria in an MCA
will depend on each country’s short- and long-term develop-
ment plans. Despite a common global objective of stabilizing
atmospheric concentrations of greenhouse gases, developing
countries may use different criteria because of immediate or
urgent needs to ensure food supplies and service debt require-
ments. Consequently different countries may place different
weights on the attributes.

5.6 Conclusion
Cost-benefit analysis has many advocates but also many de-

tractors. Certainly the rather narrowly defined traditional ap-
proaches o CBAL developed originally for project-level

decision making with planning horizons typically no more
than 20 years, clearly have difficulty in dealing with the very
long time frames and high levels of uncertainty encountered
in the climate change context. This chapter has interpreted
modern CBA more broadly to encompass a family of deci-
ston-analysis techniques that includes cost-effectiveness
analysis, multicriteria analysis, and decision analysis, in addi-
tion to traditional cost-benefit analysis.

Despite the current limitations of these various techniques.
modern CBA (broadly defined) remains the best framework
for identifying the essential questions that policymakers must
face when dealing with climate change. The CBA approach
forces decision makers to compare the consequences of alter-
native actions. including that of no action. on a quantitative
basis. To the extent that some impacts and measures cannot be
valued monetarily (e.g.. biodiversity). extensions of the tradi-
tional CBA approach, such as multicriteria analysis. permit
some quantitative expression of the trade-offs to be made

_
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Decision analysis also provides many insights for dealing
with uncertainty. Flexible policies are essential when faced
with large uncertainties. Increased knowledge may narrow
uncertainty, but the range of options may not necessarily in-
crease.

Finally, the most important benefit of applying CBA is not
necessarily the predicted outcome (which always depends on
assumptions and the particular technique used) but the
process itself (which establishes a framework for gathering
information and forces an approach to decision making that is
based on rigorous and quantitative reasoning).

Endnotes

1. However, it is not universally accepted that cost-benefit analysis is
appropriate to the analysis of policy options to address global cli-

mate change. A major report recently issued by the U.S. Office of

Technology Assessment (OTA, 1993) contains an extensive discus-
sion of how adaptation strategies should be chosen, yet manages to
avoid all mention of cost-benefit analysis per se. It talks about how
one might minimize vulnerability to climate change and about insur-
ance strategies, but avoids the central question of how one might de-
termine the amount of insurance one wishes to buy. Similarly,
priorities may be set on noneconomic grounds, and CBA could be
used in a secondary role (see e.g.. Turner, 1991).

2. Although this needs a bit of modification in the presence of capital
constraints, which may limit selection of the “best” single project.
3. However, as we shall sce later, extensions of CBA can help in
identifying the trade-offs between economic efficiency and equity.
4. The degree of emission abatement is reported in such studies in
two rather different ways. The first is as a reduction from some base-
line - itself defined as the trajectory of greenhouse gas emissions for
some postulated business-as-usual scenario. The second is in terms
of reductions from some reference year (e.g., “reduce greenhouse
emissions to 80% of their 1990 levels by 2010™).

5. The ethical and epistemological aspects of the climate change
problem are not addressed here. For further discussion, see, for ex-
ample, Brown (1992).

6. A recent survey of economists and scientists knowledgeable about

the climate change problem elicited typical views at the extremes of

this spectrum (Nordhaus, 1994a). One respondent argued. “the exis-
tence value of species is irrelevant — I don’t care about ants except
for drugs,” while another cautioned that “loss of genetic potential
might lower the income of the tropical regions substantially.” In Sec-
tion 5.5 we address the different types of values — use, option, ¢xis-
tence — in more detail.

7. But see below for a discussion of the difficulties of making cross-
country comparisons of costs.

8. There may also be some outcomes that are inefficient. namely
those that lie inside the frontier of efficient points shown in Fig-
ure 5.1. Such an inefficient point is represented by option 6. This
is discussed further in the presentation of multicriteria analysis, be-
low.

9. It should be noted that the algebra of cost-benefit analysis can be
expressed in many different ways: the cost-benefit ratio. net present
value, or the internal rate of return are all different ways of doing the
arithmetic. However, particularly in situations involving portfo-
lios of potential actions. and where shortages of capital may con-

strain the choice, great care must be paid to rigorous application of

the principles: otherwise. different methods may yicld different
decisions. Maximizing net present value subject to applicable re-
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source constraints is the most useful approach for climate change
analysis.

10. Perhaps the simplest and most intuitive example of why the mar-
ginal cost of emission reduction increases with increasing levels of
reduction is the removal of pollutants from wastewater. The first
60% can be easily removed by a settling basin: Large particles sim-
ply settle by gravity, and all that is required is a structure in which
the process can take place. The next 30%. however, requires biologi-
cal treatment. This involves not just a physical structure, but pumps
to aerate the water to promote the growth of aerobic bacteria. The
next 5-6% requires chemical treatment. with high operating costs
arising from the use of chemical agents. Although 100% removal is
theoretically possible, it would require complete distillation, which
is extremely expensive.

11. Although we show the marginal cost and benefits of emission re-
duction as linear in Figure 5.2, this need not be so. For example,
where abatement costs are subject to economies of scale, there might
be sections of the MAC curve that have a form other than that shown
in Figure 5.2. But as noted elsewhere (e.g., Figure 5.4), empirical
studies of the marginal cost curves frequently do exhibit the stylized
shapes shown in Figure 5.2.

12. The acidity of precipitation is influenced by complex interactions
between sulphur oxides. related oxidation products, and NO,.

13. For example, the presence of CFCs could affect climate change
not only directly through their global warming potentials, but also in-
directly through the impact of stratospheric ozone depletion on
biota-like nanoplankton — which in turn influence oceanic CO, up-
take. Similarly, the degree of reliance on fossil fuels would affect
CO, emissions dircctly and CO, absorption indirectly — via the ef-
fects of acid rain on forests and biomass.

14. There are some exceptions, notably for radioactive wastes, which
also have extremely long litetimes. Thus the total environmental
risk, and the scale of the disposal problem at any one time, is not so
much dependent on current rates of production of nuclear wastes as
on the total stock.

15. IPCC (1995) estimates the lifetime of methane at 14.5 2.5 years,
16. See. for example. Hocel and Isaksen (1993, 1994) for a further
discussion and numerical calculations.

17. There are exceptions here as well, most notably the phenomenon
of acid rain, which is largely a long-range phenomenon often involv-
ing emisstons in one country and acid rain damage in another. How-
ever, to the extent that lake acidification completely destroys aquatic
ccosystems, once could argue that at least some of the impacts are ir-
reversible, although even here the impacts are generally of a fairly
local nature. Long time periods may also elapse between the onset of
acid rainfall and actual visible damage.

18. For new data on emissions and acid deposition rates in Asia, see
World Bank (1993).

19. To be sure, there are exceptions. Even the richer countries of Eu-
rope are affected by mutual pollution problems (e.g., acid rain in
Scandinavia from the UK. or the severe water pollution problems in
the Rhine Basin involving Switzerland, Germany, France, and the
Netherlands. or the dumping of wastes in the North Sea). However,
in most cases where international pollution issues involve richer
countries. much better institutional mechanisms exist for addressing
these problems (e.g.. the EU in Europe) than are available for resolv-
ing environmental disputes between rich and poor.

20. For a discussion of the relationship between economic assistance
for restructuring in Eastern Europe and assistance to guarantee de-
sired environmental standards. see.
(1992).

21. However. the indirect impacts (for example. large-scale immigra-

for example, Amman et al.
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tion from Mexico that might follow from agricultural devastation in
that country) may ultimately prove to be much more serious for the
U.S. than the direct consequences of sea leveld rise or higher energy
bills for air conditioning, but such impacts are also very difficult to
quantify and many regard them as speculative. Proper CBA analysis
would correct for such distorted perspectives.
22. In some cases laboratory experiments — such as growing plants in
CO,-enriched atmospheres — do provide some actual data for predic-
tions.
23. A recent UNEP review of greenhouse gas abatement costing
studies concluded that “the state of abatement costing studies in de-
veloping countries is wholly inadequate even to draw preliminary
conclusions concerning possible costs and the impact of different
abatement options. It is a body of analysis which is only just begin-
ning, and which may take many years to mature towards consensus
even on very rough estimates and understanding of the key issues”
(UNEP, 1992).
24. See, for example, the review of cleven studies by London Eco-
nomics (1992).
25. See, for cxample, Moreira et al. (1992) for Brazil; Sitnicki er al.
(1991) for Poland; or Mcier et al. (1993) for Sri Lanka.
26. Unfortunately, there is some confusion in terminology with re-
spect to this point. Some (e.g., London Economics, 1992) use the
term "no regrets” to describe policies for which MB > MAC, that is,
for which the marginal benefits exceed the marginal costs. Others
use the term only where MAC < 0, that is, for those options that are
"below the line” in the empirical cost curves of the type shown in
Figure 5.5. However, since on both the cost and the benefit side there
will be some netting out (e.g.. to account for joint costs and benefits),
the criterion MAC< 0 is arbitrary, wherecas MAC< MB is well de-
fined.
27, The fuact that such "no-regrets options™ are in fact observed is
much debated. What may be calculated as monetary benefits need
not necessarily be regarded as benefits by decision makers — there
may be other, nonmonetary costs involved. The huge subsidies given
to European agriculture illustrate the point that more than monetary
benefits might affect decisions. In the case of developing countrics,
the unavailability of finance may constrain the ability to implement
some of these options. For example. until recently. obtaining finance
through export credits for power generation expansion has been
much casicr than tinancing energy efficiency measures.
28, These methodological problems have been recognized by the
GEF, which has initiated o rescarch programme to find an opera-
tional approach tor measuring and agrecing on full incremen-
tal costs within the context of the Framework Convention on Cli-
mate Change. This is the so-called PRINCE study (Programme
for Measuring Incremental Costs for the Environment); see King
(1993).
29. Another problem here is that the concept of “least cost.” as well
as the integrated planning process to achieve it, may be quite com-
plex (see. for example. Munasinghe. 1990: Meier. 1990; Crousillat,
1989). Such a solution, typically obtained by fairly sophisticated op-
timization models, may be “least-cost™ only for a very narrow band
of input assumptions: and if these assumptions prove to be different.
then an investment programme predicated on the “least-cost™ plan
may ultimately be distinetly nonoptimal.
30. In the words of King (1993),
How cun the adoption of apparent win-win solutions be stimu-
lated? Such solutions are sometimes referred to as negative incre-
mental cost projects because they are cconomically viable in their
own right. The dilemma arises because these projects are often
not being funded. On the one hand, it the GEF restricts itself o
those projects that have positive incremental cost while the bulk
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of negative incremental cost options remains unfunded. it risks
becoming irrelevant to the main solution to the global environ-
mental problem. On the other hand, providing grant finance for
economically viable projects effectively makes a net transfer to
the country, which is not the purpose of new and additional fund-
ing; worse, it provides a perverse incentive o potential recipient
countries to delay economic reform.
31. This is likely to be true even though higher CO, concentration it-
self may promote plant growth.
32. For further discussion, see, for example, IPCC (1990) or Lave
and Vickland (1989). However, as also noted by Nordhaus (1994b),
the fertilizing effect of atmospheric CO, is a particularly strong miti-
gating factor for agricultural nations, particularly where water isa
limiting factor. Although the extent and quantitative importance of
CO, as a fertilization agent are controversial, the balance of the evi-
dence is positive.
33. See. for example, Glieck (1989) or Pachauri (1991).
34. This report identifies thirty-nine studies (or elements of studies)
focussed on inventories of greenhouse gases, forty-eight studies of
effects, and forty-six studies of mitigation.
35. For example, in a report prepared by the Tata Energy Rescarch
Institute for the India Ministry of Environment and Forests (TERI,
1991), the chapter “Adaptive Strategies for India in the Perspec-
tive of Climate Change,” which elaborated on the impacts associ-
ated with given levels of sea level rise and mean temperature, was
cntirely qualitative in nature, and no cost estimates were -
tempted. Similarly, neither the volume on climate change pub-
lished by the Asian Energy Institute (Pachauri and Behi, 1991) nor
the country studies conducted by UNEP (reported in UNEP, 1992)
contains any country-specific estimate of costs associated with
specific levels of greenhouse gas accumulation in the atmosphere.
The Asian Development Bank is currently sponsoring a multicoun-
try project in Asia that is attempting to establish costs of potential
cffects.
36. There are several related issues. For example. should one use
nominal exchange rates. trade-weighted rates, or purchasing power
parity rates in making cross-country comparisons of costs or in-
pacts?
37. The question of “green accounting’

’

is one of valuing and aggre-
gating marketable and nonmarketable goods (see. for exampl.
United Nations, 1993, or Munasinghe ¢r al., 1995). The many ditter-
ent proposals for “green accounting” reflect the difficulties involved.
Rather than speculate about valuation or poorly founded proxies for
nonmarketable goods, MCA provides an alternative approach.

38. These results are for studies that estimate both emission redue-
tions and GDP impacts relative to some bascline, i.c.. relative to the
trajectory of emissions in the absence of the policies followed. For
many countries, particularly the developing nations. cven significant
reductions from such baselines may still imply increases in the ab-
solute quantity of greenhouse gases emitted. Other studies report re-
sults in terms of greenhouse gas emissions in some future target vear.
relative to emissions in some prior year (e.g., 2010 emissions 104
less than 1990 emissions).

39, For further discussion see UNEP (1992), p.72. Studics that have
examined the question of unilateral vs. multilateral approaches
include Proost and van Regemorter (1990), Edmonds and Reills
(1985). and Ruthertord (1992).

40. Additionally one might note that. although the environmenta
risks of current technologies are fairly well established. those thu
apply to new technologies — including some (such as fusion or new
nuclear reactor cycles) that are sometimes proposed as solutions
the climate change problem — are less certain.

41. Sce Chapter 6 (Section 6.7) tor a more extensive discussion of
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the secondary benefits of reducing greenhouse gas emissions. Re-
sults reported there range from $2/tonne of carbon abated to over
$500/tC.

42, For example, in one alternative (the “Treaty Alternative™), Alfsen
etal. (1992) estimated the loss in GDP at 3.1 billion Kroner and the
loss of private consumption at 2.6 billion. However, joint product
benefits were estimated at 2.4 billion (with a range of 1.0-3.8 billion).
43. For purposes of clarity, we have drawn only a single marginal
cost curve (MAC) in Figure 5.7. It is quite possible, however, that
different countries will also have different marginal cost curves (al-
though the differences in costs are likely to be smaller than the dif-
ferences in benefits).

44, For example, studies by Burgess (1990) and Larsen (1993) ad-
dress the impact of eliminating price subsidies. They estimate the
level of reduction in greenhouse gas emissions by applying assumed
price elasticities to the difference between the subsidized and unsub-
sidized prices. Burgess, using the difference between the actual aver-
age cost of electricity and the estimated long-run marginal cost
(LRMC) and applying an assumed long-run price elasticity of -1, es-
timates the reduction in greenhouse gas emissions for eleven coun-
tries, including the U.S.. China. India. and some small developing
countries such as Tanzania and Peru. Not surprisingly, the bulk of the
total carbon emission savings ol 124 million tons/year (mtpy) comes
from coal fuel savings, of which India accounts for 11.9 mtpy, China
26.6 mtpy, and the U.S. 85.4 mtpy. Larsen, performing the same
analysis but from the perspective of fuel prices, applies estimated
own- and cross-price elasticities for the different fossil fuels to
the difference between an appropriately adjusted border price and the
domestic subsidized fuel price. and, more significantly, includes
the countries of the former USSR and Eastern Europe. In this analy-
sis, the former USSR (917 mtpy) and Poland (105.2 mtpy) dominate
the results; indeed, the combined estimated impact of India (54
mtpy) and China (45.4 mtpy) together is less than that for Poland.

45. The GEF has recently introduced the term “type [ project” for
those which operate in the range AC (i.e.. for which national eco-
nomic benefits are greater than national costs) and “type 11 project”
for those in the range CD (i.e.. for which national cconomic benefits
are less than national economic costs, but global benefits are such
that the project is justified under GEF criteria). For further discus-
sion, and arguments for why the GEF should give priority to type 11
projects, see, for example. Anderson and Williams (1993).

46. This is a partial list. Other problems include the assumption that
noncarbon-based materials are benign with respect to the greenhouse
gas problem, uncertainty concerning natural sources, and uncertainty
over the spatial distribution of physical impacts.

47. See IPCC (1995), Chapter 6, for further discussion of uncertainty
in future emissions.

48. One need only remember how dramatically growth rates and en-
ergy/GDP ratios fluctuated in the decade following the 1973 oil cri-
sis to recognize the hazards of such forecasts.

49, This issue is made more complicated by the fact that much defor-
estation is presently driven by the nced to expand pasture land,
which in turn implies higher methane emissions from livestock.

50. For a full discussion of uncertainty in emissions, see, for exam-
ple, Ebert and Karmali (1992).

51. See note 45.

52, The U.S. Nuclear Regulatory Commission has made repeated at-
tempts to establish probabilities for specific kinds of accidents
through a technique known as fault tree analysis. Despite the appear-
ance of scientific rigour. the resultant probability estimates remain
highly controversial. For examples of the use of cost-benefit analysis
by the U.S. NRC. sce. for example, Mubayi e al. (1991) or Abra-
hamson ef al. (1989).
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53. Precautionary expenditures may also be influenced by aversion
to catastrophic risks. A recent example is the hundreds of billions of
dollars per year spent in the U.S. to avert nuclear attack.

54. Perhaps there is a possible role for financial markets in insuring
(and pricing) environmental risks (just as utilities can insure or self-
insure against environmental damages caused by accidents at plant
sites), but since the damage estimates related to climate change are
very difficult to assess, the opportunities for such an approach seem
limited. even if occurrence probabilities for various damages could
be estimated more accurately.

55. 1f prices of marketed goods are distorted (e.g., due to arbitrary
taxes and subsidies), it will be necessary to use shadow prices — usu-
ally the set of economic opportunity costs or efficiency prices - to
determine their correct economic value (for details, see Dasgupta et
al., 1972: Little and Mirrlees. 1974).

56. It should be noted that the distinction between a mitigation mea-
sure and an adaptation measure may not always be clear cut.

57. “Preliminary results suggest that although U.S. crop production
could decline, supplies would be adequate to meet domestic needs”
(EPA, 1989). It might well be pointed out. however, that this reflects
the very narrow perspective of the study: U.S. grain exports repre-
sent a significant supply of food for developing countries, and were
the U.S. surplus to decline, developing countries might well be con-
cerned about the usc of food exports as a political weapon.

58. Particularly ditficult to value is the cost of forced adaptation and
population movements — a problem alrcady encountered in cost-ben-
efit analyses of the impact resulting from the creation of large reser-
voirs where significant numbers of individuals must be forcibly
relocated (World Bank, 1994).

59. For further details, see Munasinghe (1993) and Pearce and War-
ford (1993).

60. The issue of option values and irreversibility in CBA has re-
ceived increasing attention in the literature, starting with Arrow and
Fischer (1974) and continuing more recently with Chichilnisky and
Heal (1993).

61. For a recent overview of techniques suitable for valuing environ-
mental costs and benefits, especially in developing countries, see
Munasinghe (1993).

62. The theoretically correct measure of WTP is the area under the
Hicksian demand curve, which describes the relationship between
the price and quantity demanded of the environmental resource,
keeping the level of consumer utility intact. Problems of measure-
ment may arise because the commonly estimated demand function is
the Marshallian one, which indicates how demand varies with the
price of an environmental good. while keeping the user’s income
level constant. In practice, it has been shown that the Marshallian
and Hicksian estimates of WTP are in good agreement for a variety
of conditions, and in a few cases the Hicksian function may be de-
rived once the Marshallian demand function has been determined
(Willig, 1976; Braden and Kolstad, 1991). What people are willing
to accept (WTA) in the way of compensation for environmental dam-
age is another measure of economic value that is related to WTP.
WTA and WTP could diverge (Cropper and Oates, 1992). In practice,
cither or both measures are used for valuation.

63. Contingent valuation methods in particular are somewhat contro-
versial and need great care in their application to produce credible
results.

64. One also needs to take note of the fact that this principle is also
not universally accepted. particularly by political leaders. The princi-
ple that “past sacrifices ought not to be in vain™ is frequently invoked
as relevant to present decisions. Indeed. in the climate change de-
bate. developing countries correctly note that it is the developed

countries that are largely responsible for the present levels of green-
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house gases in the atmosphere and that this past behaviour is relevant
in the search for equitabte solutions in the future. However, these ob-
servations point to the equity dimension of the problem and do not
affect how one ought to seek the ecconomically efficient options.

65. However, for a criticism of this argument. see Brown (1992),
who points out that some European countries have alrcady taken uni-
lateral action to reduce greenhouse gases in the hope that others will
follow. Moreover, other game-theory paradigms have been proposed
for modelling international environmental negotiations. For exam-
ple, Carraro and Siniscalo (1992, 1993) propose a “chicken game”
framework belonging to the class of coordination games.

66. For a discussion of these issues. and a discussion of how CBA
can make a contribution to the evaluation ot such projects, see Aa-
heim (1993). Concerns about “market justice™ and related considera-
tions are outlined in Rose (1990).

67. Differential valuation of human lives is strenuously opposed by
some: if a U.S. life is worth $1.5 million, then so is everyone else’s.
On the other hand. when making comparisons of per capita GDP.
cconomists are increasingly turning to purchasing power parity ad-
justments in an attempt to make more valid comparisons of eco-
nomic level. MCA avoids these difficulties by moving judgments
about the value of human life from the domain of technical assess-
ment into the domain of political decision making, where such judg-
ments properly belong.

68. MCA deals with attitudes towards risk and uncertainty at this
stage by the use of multiattribute utility functions, which explicitly
capture attitudes towards risk. See Keeney and Raifta (1976) for an
application in water resource planning, or Keeney and von Winter-
feldt (1987) for application to electric utility planning.

69. We note also that the trade-off analysis and surfaces will be much
more complex as the number of attributes increases.

70. Decision analysis distinguishes among several types of domi-
nance - such as strict dominance and significant dominance. See, for
example, Meier and Munasinghe (1994) for an application of these
concepts to environmental decision making.

71. In general, the trade-off curve may extend into quadrant 1, and
quadrant 11 may contain fewer solutions or none at all.

72. However, because of the presence of joint products — cach repre-
sented by a different dimension in the multidimensional trade-off
space — valuations that look only at two dimensions need to be inter-
preted with some caution.
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SUMMARY

This chapter is concerned with the socioeconomic assessment
of climate change impacts. Estimates of damage related to
these impacts can make an important contribution to decision
making about climate change responses.

Monetary values reflecting human preferences can provide
useful information for decision making. The cost-benefit ap-
proach, in particular, requires that the damages from climate
change be represented, as far as possible, in terms of money
units. To the extent that this is possible, the chapter expresses
impacts in these terms; that is, human preferences are ex-
pressed by people’s willingness to pay (WTP) to secure a ben-
efit or their willingness to accept compensation (WTA) for a
cost. Such monetary estimates only measure the impact on in-
dividual welfare. Aggregating individual damages to obtain to-
tal social welfare impacts requires difficult ethical decisions.

Many of the impacts of climate change will not be revealed
directly in the marketplace. These are the so-called nonmarket
impacts. In these cases WTP and/or WTA are measured
through “surrogate markets” or “hypothetical markets.” Surro-
gate markets are real markets in which environmental change
has an influence: A house price or land value may be higher
because of an environmental amenity, for example. Hypothet-
ical markets reflect people’s responses to questions put to
them about their willingness to pay. Monetary estimates are
thus able to cover both market and nonmarket impacts, al-
though estimates of the latter are more controversial and less
confidence is placed in them.

The level of sophistication in socioeconomic assessments
of climate change impacts is still rather modest. Damage esti-
mates are tentative and based on a number of simplifying and
often controversial assumptions. Most estimates are for equi-
librium climate change associated with a doubling of the
preindustrial CO,-equivalent concentration of all greenhouse
gases. Best-guess central estimates of global damage, includ-
ing nonmarket impacts, are in the order of 1.5=2.0% of world
GNP for 2xCO, concentrations and equilibrium climate
change. This means that if a doubling of CO, occurred now,
it would impose this much damage on the world economy
now. This chapter stresses the uncertain character of these
estimates. The figures are best-guess results, and several im-
pact categories could not be assessed for lack of data. More-
over, the range reflects variations in the best-guess estimates
and cannot be interpreted as a confidence interval. Particu-

larly vulnerable sectors include agriculture, the coastal zones,
human mortality, and natural ecosystems. The possibility of
catastrophes (low probability/high impact events) and sur-
prises cannot be ignored.

The regional variation in damage is substantial. The avail-
able studies estimate damages for developed countries at
between 1% and 2% of GNP for a 2xCO, climate. Central es-
timates of the damage in different developing regions range
from a minimum of 2% of GNP to a maximum of 9%. For in-
dividual nations, or if alternative assumptions are used about
the value of a statistical life (see Box 6.1), the figure could be
even higher. Small island states and low-lying coastal areas
are especially vulnerable. Most impact work is confined to de-
veloped nations, however. The confidence in estimates for de-
veloping countries is much lower.

The chapter emphasizes the need for a long-term perspec-
tive reaching beyond a 2xCO, scenario, even though socio-
economic forecasts over more than a century are highly
uncertain. Most models assume a nonlinear (convex) damage-
temperature relationship, resulting in damages of 6% or
higher for 10°C warming. These figures are illustrative only.

Doubled-CO, damage estimates usually form the basis for
the calculation of marginal damage — the extra damage done by
one extra tonne of carbon emitted. Marginal damage is esti-
mated at $5-$125 per tonne of carbon emitted now. The wide
range reflects variations in model assumptions, as well as the
high sensitivity of figures to the choice of discount rate. Al-
though estimates based on a social rate of time preference
(discount rate) of the order of 5% tend to be about $5-$12, fig-
ures assuming a rate of 2% or less can be almost an order of
magnitude higher. Current models arc simplistic and provide
poor representations of dynamic processes. The effect of cli-
mate change adaptation in particular is poorly understood.

Marginal climate change damage is equal to the marginal
climate change benefits of emission control. However, the
benefits of greenhouse gas abatement will not be limited to re-
duced climate change costs alone. A reduction in CO, emis-
sions will often also reduce other cnvironmental problems
related to the combustion of fossil fuels. The size of these so-
called secondary benefits is strongly site dependent. Studies
for Norway. the UK and some other countries indicate that the
benefits of reduced air pollution could offset between 30%
and 100% of abatement costs.
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6.1 Conceptual Framework

6.1.1 Scope and limit of the analysis

This chapter is concerned with the nature of the damage from
climate chunge. Damages here refer to the consequences of
climate change for individual and social welfare from an eco-
nomic point of view. That is, climate change damage is de-
fined as the the difference in social welfare between a sce-
nario with and onc without anthropogenic climate change.
The chapter assesses the possible aggregate scale, the geo-
graphical distribution, and the nature of those damages. It
raises some issues relating to decision-making rules, since al-
ternative cthical approaches to harm done to future genera-
tions have implications for damage assessment (see also
Chapters 3 and 5). It should also be borne in mind that

o Damage costs are distinct from the costs of climate
change response measures (which are discussed in
Chapters 8 and 9).

o Absolute damage levels are not necessarily identical to
the benefits of mitigation measures, as will be discussed
in Scctions 6.6 and 6.7.

o In describing damages in individual countries and re-
gions, no implication is made about the ethical question
of who should bear these costs or the costs of measures
to avoid them. This issuc is dealt with in Chapter 3.

The level of sophistication of climate change damage
analysis is comparatively low. Damage estimates are gener-
ally tentative and based on several simplifying and often
controversial assumptions. The degree of uncertainty is corre-
spondingly high. with respect to both physical impacts and
their consequences for social welfare. No attempt has been
made to specify confidence intervals. Rather, estimates are best
guesses, depicting the most likely damages currently associ-
ated with a particular climate scenario. Moreover, studies
often impose climate change onto the current world, thus ig-
noring the effect of future economic development and popula-
tion growth on climate vulnerability.

This low level of sophistication implies that climate
change damage analysis is a particularly worthwhile area for
further rescarch (see also Chapter 10). Especially needed
is a better understanding of regional damage (particularly
in developing countries), nonmarket damage. and nonequi-
librium (transicnt) damage. The impact of climate change
adaptation is also still poorly understood.

6.1.2 The nature of damage assessment

Two broad anthropocentric perspectives have emerged on
ways to analyzc decisions which have adverse effects on gen-
erations yet to be born: the cost-benefit tramework and the
sustainability framework. These perspectives initially appear
to be very divergent, but they have features in common.

The cost-benefit framework requires that the future dam-
ages and adaptation costs be weighed. integrated into an
overall assessment. and then compared to the costs of mitiga-
tion measures undertaken now. In turn, there are two perspec-

Climate Change 1995 — Economic and Social Dimensions of Climare Chanz

tives on the way in which benefits and costs should be con-
pared:

(1) The judgmental cost-benefit framework, in which gains
and losses are compared but without being reduced w
common units. In this approach, the monetary costs of
control might be compared with some wide-ranging en-
vironmental impact statement representing the best state
of knowledge about climate change impacts. togethe
with assessments of the distributional incidence of those
impacts both geographically and across time

(2) The monetized cost-benefit framework, in which the
common unit of money is used to “reduce” the benefits
of climate control to the same units as costs to permit di-
rect comparison, but only as far as “monetization” is
credible

Approach (1), which often reduces to multicriteria analysis. is
discussed in Chapter 5 (see also the discussion of integrated
assessment in Chapter 10). Approach (2) is characterized by
the following features:

(a) Benefits and costs are detined in terms of human prefer-
ences. A benefit is anything that improves an individ-
ual’s well-being; a cost is anything that reduces that
well-being.

(b) Those preferences are expressed in the marketplace by
willingness to pay (WTP) for a benefit and willingness
to accept compensation (WTA) for a cost. Although the
two concepts are not identical and WTP and WTA esti-
mates may vary by more than a factor of two. they ar
often used interchangeably (for a comparison of the twe
concepts, see, e.g., Shogren ef al., 1994).

(c) Where markets do not exist — for example, with respect
to ecosystem change — WTP and/or WTA arc estimated
through “surrogate markets” or “hypothctical markats.”
Surrogate markets are real markets in which environ-
mental change has an influence: a house price or land
value may be higher because of an environmen
tal amenity, for example (the hedonic property pric
method). Hypothetical markets reflect people’s e
sponses to questions put to them about their willingnes
to pay (the contingent valuation method). Although con-
troversial, these approaches are well established in the
literature (for an introduction and assessment. sce, ¢.g.
Mitchell and Carson, 1989: Braden and Kolstad. 19911,

(d) Future generations’ preferences count at least insofura
they are assumed to want what current generaiion
want. If there is evidence that they will want more of the
environmental assets affected by climate change, then
this “rising relative preference”™ can be accommodated
by cost-benefit approaches by allowing benefits or cost
to rise through time. Future generations™ preference
may count equally with current generation preference
it the discount rate is set accordingly (sec Chapter 4.

(e) Since WTP is constrained by income, it is likely whbe
less for low income groups than for high income group-
This may appear to give rise to unfairness. since te
preferences of low income groups (countries) will car

—
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less weight than the preferences of high income groups.
One way to address these ethical issues is to give differ-
ent weights to different income groups in the aggrega-
tion process (see Box 6.2). Another way might be to
adopt the valuations of the higher income groups and
apply them to all countries (e.g., Hohmeyer and Giirt-
ner, 1992; see also Box 6.1).

(fy Aggregation of damages is also a hallmark of cost-benetit
studies. Aggregation poses difficult problems regarding
the comparability of individual welfare. Care has also to
be exercised in interpreting such aggregate figures since
they clearly mask substantial regional variations in im-
pact within a country and between countries as well as
redistribution effects between positively and adversely
affected regions and sectors.

The second overall perspective — the sustainability approach
(e.g., Howarth and Monahan, 1992; Spash, 1994) — gives the
highest priority to the avoidance of “unacceptable” damage to
future generations. Proponents of sustainability would argue
that:

(a) There is reasonable evidence to suppose that actions
now in emitting greenhouse gases could cause signifi-
cant damage to future generations, including unborn gen-
erations.

(b) Future generations are defenceless against actions taken
now in the knowledge that those actions may cause
harm.

(c) Current generations are linked to future generations at
the very least through parents to children, from children
to their children, and so on (Howarth, 1992), or, more
generally, current generations have obligations to fu-
ture generations because future generations have rights,
even when those generations are not identifiable and
even when their existence is contingent upon actions
taken now.

(d) Probable improvements in the well-being of future gen-
erations cannot be treated as “compensation” for harm
knowingly inflicted on future generations by current
generations any more than harming the poor now can be
excused by paying them compensation after the event
(Spash, 1994).

{e) Hence, doing harm is not rcversible by doing good.
Benefits and costs cannot be “traded off” in the sense

advocated by cost-benefit analysis regardless of whether

the cost-benefit analyvsis is monetized or not. There is a
duty to avoid future harm.

As with the cost-benefit approaches, all the propositions in
the sustainability approach are open to dispute. Controversial
assumptions include the idea that harm can accrue to individ-
uals whose existence is contingent on actions taken now, and
the belief that trade-offs can be avoided. since any action now
incurs a cost of abatement, and any abatement cost involves
losses for others, which in turn implies that other individuals’
rights may be impaired.

Within the sustainability approach there are two contrast-
ing perspectives:

—
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(1) Since the obligation to avoid harm is absolute, the cost
of avoiding harm is irrelevant: The benefits of control
are so large that inspection of costs is unhelpful. This is
the absolute standards approach.

(2) Harm should be avoided subject to a constraint that
avoiding harm does not itself impose ‘“unacceptable
cost™ — the safe minimum standards approach.

The sustainability approach takes a long-term view and
stresses the need to sustain a viable global ecological system.
It therefore tends to be characterized by

» the avoidance of unacceptable risk where risks are
known

« the “precautionary principle” — whereby actions giving
rise to possible but quantitatively unknown and poten-
tially very large risks are avoided or corrected

« the view that what is unacceptable is only partly mea-
sured by reference to individuals’ preferences, since in-
dividuals are not well informed about climatic risks,
experts are similarly not well informed due to uncer-
tainty about climate change and its effects, and human
preferences may not capture other values, for example,
the intrinsic value of ecosystems

« very low discount rates of the order of a few percentage
points and maybe even zero

Whereas the cost-benefit approach sceks to measure the scale
of damage, the sustainability approach assumes that damage
will be “significant,” so much so that action is warranted re-
gardless of quantification.

The sustainability approach often tends to have as its ob-
jective a concern to avoid exceeding some target rate of tem-
perature rise, often quoted as 0.1°C per decade, and some
absolute overall rise in temperature, such as 2-3°C. Examples in-
clude Krause ef al. (1989) and Rijsberman and Swart (1990).
The costs of achieving these constraints are assumed to be
worth incurring to avoid the risks to future generations.

With reference to the cost-benefit approach, it is well
known that a timepath in which the present value (i.e., the
discounted value) of benefits minus costs is maximized need
not be a sustainable path. and that a sustainable path could,
in turn, be unacceptable in terms of its implied living stan-
dards for each generation (Page. 1977: Pearce et al., 1994;
Pezzey, 1994). The choice between cost-benefit approaches
and sustainability approaches therefore depends crucially on
(a) attitudes to uncertainty, (b) the degrce of concern for the
well-being of future generations. and (c) beliefs about the
damage function, that is, the way in which warming relates to
damages.

A third approach is a consensus viewpoint, which stresses
the following common features of both the sustainability and
the cost-benefit approaches. The principal arguments of this
viewpoint are that

o The existence of uncertainty cannot justify doing noth-
ing. Action on climate change is justificd. becausc the
damage costs could be very high. the “coeflicient of
concern” for the future is not zero. and there are costs of
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delayed action since greenhouse gas impacts may not be
reversible.

e The right cost-benefit perspective is one that investi-
gates the benefits and costs of taking actions. Such ac-
tions could yicld benefits of a similar order of magni-
tude as the costs of the actions for some time to come,
since avoided climatic damages are not the only benefits
of those actions (Section 6.6). This underlines the dif-
ference between damage estimation and abatement ben-
efits: The latter include the avoided damages estimated
by the former concern, but also include other bencfits
from greenhouse gas abatement (see Section 6.7).

¢ Neither sustainability nor “maximizing net benefits” is
an obviously noncontroversial objective. Sustainability
cannot be an overriding objective, independent of the
quality of life that is sustained or the costs of achieving
it. Maximizing net bencfits cannot be an overriding ob-
jective, since it may be consistent with an approach that
discriminates against future generations (for example.
by applying an excessive discount rate: see Chapter 4).
This suggests an approach in which the best features of
both approaches are taken: a concern for the well-being
of future generations and acknowledgment of the lim-
ited resources that all societies have at their disposal to
tackle global problems. Such approaches come closest
to the “safe minimum standards™ approach: taking a
precautionary approach in favour of the environment,
unless the demonstrated costs of so doing are very high.
Prccaution would have its justification in very high
damagce costs. Damage costs must therefore be investi-
gated. The acceptability of control costs is dealt with in
Chapters 8 and 9.

6.1.3 The valuation of market and nonmarket impacts

The cost-benefit approach requires that the damages from cli-
mate change be expressed, as far as is possible, in terms of
money units reflecting human preferences. Many of the im-
pacts of climate change will not be revealed directly in the
marketplace — the so-called nonmarket impacts. The absence
of markets does not mean that nonmarket impacts are any less
important than market impacts. The point is to ensure that
nonmarket impacts are adequately accounted for.

Nonmarket impacts may take a variety of forms. One im-
portant example is the impact of warming on human health.
Human health care is. gencrally. publicly provided without
full charge. In some cases, there are surrogate markets tor
risks to life. Occupations are subject to varying degrees of
risk of accident and ill-health. and that risk is sometimes com-
pensated tor by variations in wages. The “risk premium™ in
the wage can then be interpreted as a valuation of the risk (see
Box 6.1, Valuation of morbidity is more complex: Contin-
gent valuation approaches are best suited to such indicators
but, as vet. few studies exist outside the ULS. In their absence,
second-hest measures such as the costs of treatment tend to be
used.
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The general approach in cost-benefit studies is to treat mar-
ket and nonmarket impacts on the same footing. Nonmarket
costs can be high, between 30 and 80% of the total, as shown
below. Tol (1994a) suggests, however, that the way nonmar-
ket impacts are treated has further significance. The reasons
are:

(a) They affect human well-being directly (through the atil-
ity function rather than through production.

(b) They are liable to be less substitutable.

(¢) Their value will rise relative to other (production) dam-
ages.

Market price (in the case of market goods) and elicited
WTP (for nonmarket goods) reflect people’s appreciation for
the marginal (last) unit of a good or service consumed. The
utility gained from consuming the first unit of a good is usu-
ally much higher than that from consuming the last unit,
however. Especially for food and other products with price-
inelastic demand — where the appreciation of the first. essen-
tial units consumed is extremely high — the value lost froma
cutback in availability will be understated if the quantity los
is evaluated at the original (ex ante) price. Price increases asy
consequence of climate change then become important. The
correct measure to assess the costs of climate change in such
cases is the change in producer and consumer surplus. Con-
sumer surplus is the excess of what consumers would he
willing to pay, if necessary, above what they actually pay. Pro-
ducer surplus is what producers receive in excess of their -
tual costs of production. This consideration also means thati
can be misleading to gauge the potential impact of climat
change by the present size of a sector in the economy. In in-
dustrial countries agriculture is typically on the order of 3% of
GDP, but a reduction of x% in agricultural output could cause
far more than 0.03x% of GDP economic loss because o the
induced price increase and loss of consumer surplus.

6.1.4 Temporal aspects

Climate change impacts have many temporal aspects. First
ocean thermal lag causes realized equilibrium warming rrom
a given steady-state increase in greenhouse gas concentrations
to be delayed by at least two, and perhaps several, decades.
Hence, advantages and disadvantages associated with emis
sions and emission reductions occur immediately. whereas the
impacts of climate change occur only after a significant lag. In
addition. emissions in a given year typically generate a one-
year flow of advantages, but create a stock of climate chunge
that then produces a recurrent annual flow of impacts poten-
tially into the indefinite future. Decision making on climat
change thus involves intertemporal issues. of which the quev
tion of discounting may be the most crucial one (see Chapters
2.4 and 5).

Second. the ditference between transient and equilibrium
climate change is important. The former refers to the tran-
tion. the latter to the new stable state of the climate. The lurg
majority ot the estimates presented in this chapter refer v
equilibrium climate change. particularly the climate assoc
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ated with an atmospheric concentration of carbon dioxide of

approximately 600 ppm (2xCO,). This arbitrary and abstract
assumption is necessary in order to estimate climate change
damage with existing models. In reality, however, society will
face a changing (rather than a changed) climate. Sections 6.3
and 6.4 present some preliminary findings on nonequilibrium
and long-run aspects. One important implication is that tran-
sient warming may not follow a smooth path between the pre-
sent climate and a future equilibrium climate. Transient
climate change in a particular region cannot, therefore, be as-
sumed to be a steadily rising fraction of equilibrium impact;
instead, there could be discontinuities and reversals. Damage
is likely to be sensitive to such variability. Continual climate
shocks would affect the ability of economic and natural sys-
tems to adjust and to recover.

Third, the faster climate changes, the greater will be the
economic impacts. That is, damage is a function of the rate as
well as the magnitude of climate change. Adjustments by nat-
ural systems and social institutions are not instantaneous.
Species and forests need time for migration, just as agricul-
ture and other climate-sensitive human activities need time
for adaptation. Systems are generally more flexible in the
long run than in the short run.

Fourth, the world is bound to change profoundly even in
the absence of climate change. Sections 6.2 and 6.5 below in-
dicate that the poorer regions are more vulnerable to climate
change than the richer (see Box 6.3 for an overview of rea-
sons). Most of these regions are projected to experience rapid
economic growth in future years (see Chapter 12). This could
mean that their vulnerability to climate change might fall. On
the other hand, human activities cause increasing stress to
many natural and social systems. which could make them
more vulnerable to climate change. At the extreme, climate
change could be “the straw that breaks the camel’s back.”
Changes in human prosperity also imply changes in prefer-
ences. Intangible impacts constitute a large part of the total
impacts, and increased economic wealth could well imply
higher human valuation of intangible impacts. In addition,
technological change can profoundly alter the options avail-
able for low-cost adaptation.

However, most of the estimates presented below concern
the impact of an equilibrium climate change on present-day
society. This body of information by and large reflects the
state of the art of this relatively young research area. Despite
its shortcomings, equilibrium climate change analysis can be
a useful point of departure for further analysis of this ex-
tremely complex issue.

6.1.5 Adaptation

Adaptation offers a mcans to reduce the possible impacts of
future climate change. Measures to adjust to climate change
will be taken both on an individual level and by society as a
whole. The search for more resilient crops will be intensificd.
for example. vulnerable coastlines will be defended by sea
walls, and improved weather forecasts will permit better
preparazion for extreme weather events. On an individual
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level, farmers will change crops or adjust planting dates,
households will increase their demand for air conditioning,
people may stop building in or move away from flood plains,
and so on. These and other aspects of adaptation are discussed
further in Chapter 7 and in Volume 2 of the present report
(IPCC. 1996b).

However, the degree of adaptation in developing countries
is likely to be far less than in developed countries due to lack
of financial resources and lack of institutional capacity (for a
discussion of adaptation in developing countries see Jodha,
1989). Where it is feasible, adaptation can potentially be a
very powerful option. In a stylized cost-benefit model of cli-
mate change policies, Hope et al. (1993) found strongly posi-
tive cost-benefit ratios for an “aggressive adaptive policy” in
Europe, mainly in the form of coastal protection. The benefits
of adaptation exceed the costs by more than a factor of
20. Fankhauser (1994a) calculates that in OECD countries
it could be economic to protect between 50 and 100% of
affected coastlines. In a series of country studies IPCC
(1994) found that, through appropriatc adaptation measures,
the number of people at risk from flooding could on average
be reduced by a factor of about 8.

Agricultural studies provide a similar picture. In a case
study of the Missouri-lowa-Nebraska-Kansas (MINK) region,
Easterling et «l. (1993) found that low-cost adaptation mea-
sures, like earlier planting or increased irrigation, could suc-
ceed in reducing agricultural damages to the region by 30% or
more (see also Section 6.2.1). A comparable range was found
by Rosenzweig ¢t al. (1993) and (using the same yield data)
Reilly et al. (1994). In the Rosenzweig et al. study a change
of —1.2to —7.6% in worldwidc cercal production without adap-
tation is reduced to 0 to —5.0% with modcrate farm-level adap-
tation and +1.0 to —2.5% with a more comprehensive man-
agerial adjustment. As a consequence, the global welfare loss
reduces from —$0.1 to —$61.2 billion without adaptation to
+$7.0 to —$37.6 billion in the case of a moderate response
(Reilly er al., 1994).

Adaptation will, in general. not be costless and may require
extensive planning. The need for integrated and forward-look-
ing coastal zone management has been identified as an essen-
tial prerequisite for the future development of coastal zones
(IPCC, 1994). The significance of adaptation will also depend
on institutional factors. Limited availability of irrigation wa-
ter or of sufficient capital to finance increased input require-
ments (e.g.. more fertilizer) may limit the scope of agricul-
tural adaptation in poorer regions (Rosenzweig et al., 1993).

Conceptually. the costs of climate change impacts in the
presence of costly adaptation consist of two parts: the costs of
adaptation (e.g., for coastal protection) plus the costs of the
remaining unmitigated damage (e.g.. the loss of unprotected
land). The estimates reviewed in Section 6.2 for many cate-
gories of climate change damage also incorporate considera-
tions of adaptation. Damage from sca level rise, for example,
is partly comprised of the cost of buiiding coastal protection
structures. Similarly. the impacts on the electricity sector
caused by climate change amount to costs required or induced
by adaptation (space cooling). A prime exception is loss of
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biodiversity. for which there are few adaptation options. Im-
plicitly or explicitly, however. most of the estimates incorpo-
rate both cffects: costs of plausible adaptation plus the
remaining damages of unmitigated impacts.

The question of the optimal level of adaptation is strongly
linked to that of optimal mitigation. The most desirable level
of adaptation will depend on the amount of greenhouse gas
abatement undertaken, and vice versa. Abatement and adapta-
tion policies should therefore be carefully coordinated. For
example, if significant abatement can be achieved at reason-
ably low cost, less action may be needed with respect to adap-
tation. Conversely, if the consequences of climate change
could easily and cheaply be accommodated by adaptation,
there would be less need for preventive carbon abatement.

However, as the hybrid damage-cum-adaptation nature of
most of the cost estimates suggests, assuming a strict di-
chotomy between abatement and adaptation would be mis-
leading. Indeed, climate change is likely to require both types
of actions. Even with the most ambitious abatement policy,
some climate change seems likely to occur. Conversely, even
the most extensive adaptation strategy is unlikely to fully mit-
igate the adverse impacts of climate change. This is particu-
larly the case if warming is subject to discontinuities and re-
versals. A strategy relying primarily on adaptation rather than
abatement could then have significantly higher costs than im-
plied by calculations assuming a smooth warming path. Adap-
tation is primarily a complement, not an alternative, to green-
house gas abatement.

6.1.6 Recent scientific evidence

The literature reviewed below largely takes as its point of de-
parture the scientific appraisal of IPCC (1990a). It is impor-
tant to consider whether changes in the scientific assessment
since then provide grounds for altering the economic evalua-
tion of the greenhouse effect. In Volume | of the present re-
port (IPCC 1996a), IPCC Working Group I has identified the
following changes in the underlying impact science that might
affect the measurement of damage.

First, although the climate sensitivity range remains at 1.5-
4.5°C for equilibrium 2xCO,. transient realized global mean
surface temperature is now expected to rise a further 1.0-
3.5°C between 1990 and 2100. based on the full range of S92
scenarios. This is in addition to the increase observed to 1990
(0.3-0.6°C) but is about onc-third lower than the 1990 esti-

mates, mainly due to the inclusion of the “cooling™ effect of

aerosols.

Second. there is increasing cmphasis on regional differ-
ences. These stem from the ditferential impact of ocean ther-
mal lag. In the Northern Hemisphere. where the proportion of
land to occan is greater than in the South. realized warming

may be about twice the global mean estimate. In the centres of

large land masses the warming rate may be several times the
global mean.

Third. taking the effect of sulphate acrosols into account,
the contral estimate for sea level rise by the vear 2100 is now
placed at about 50 ¢m tor [SY2a. compared to 66 ¢em in IPCC
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(1990a), with other IS92 scenarios giving estimates ranging
from 15 to 95 cm.

The broad thrust of these changes is to moderate the es-
pected pace of mean global warming but also perhaps o in-
tensify the role of variability and surprises at the regional
level. For mid-continental areas in the Northern Hemisphere.
the new estimates would seem to leave even the mean pace of
warming close to that in IPCC (1990a). Increasing ocean-land
differentials could suggest greater precipitation changes and
higher storm damages. This result is controversial, however,
Significantly the incorporation of sulphate aerosol effects also
carries the implication of potential acceleration from baseline
warming if there is greater progress than expected in the re-
duction of these pollutants (Wigley and Raper, 1992).

These considerations may affect the estimates presented
below. In which direction they would change, though, is un-
clear. On the one hand, the revised IPCC analysis indicates
possibility of increased damage associated with variability
and unpredictability, as well as giving greater attention to the
high regional warming coefficients for the Northern Hemi-
sphere and for mid-continental areas. On the other hand, dam-
ages could be reduced due to the revised timetable of mean
warming. The net effect is hard to predict. The revised assess-
ments might imply somewhat later damages for the Souther
Hemisphere (and thus, broadly, for developing countries).

6.2 Damage Estimates for Benchmark Warming
(2xCO,)

Most available damage estimates are concerned with the
impact of an equilibrium climate change associated with:
doubling of the pre-industrial carbon dioxide equivalent
concentration of all greenhouse gases (referred to here
benchmark warming). Long-run impacts have gained little a-
tention. Nor have the possible impacts of the approximately
0.5°C warming already observed over the past century been
studied in much detail.

Monetary values for 2xCO, damage have been estimated
for a number of sectors in the market economy. In add:tin.
there are estimates for some nonmarket damages. which are
typically more difficult to quantify (e.g., species loss). and for
combined market and nonmarket effects in some sectors (¢ ¢.
forest loss in lumber and public use value). Table 6.1 provide:
an overview of the categories of damages that might b
caused by climate change and associated sea level rise. I
clearly shows that the estimated damages are not complet.
For some categories. monetary estimates of damages have nt
been attempted. For other categories. the estimated damages
only partially reflect the potential welfare loss. In many cases.
the preferred measure of welfare impacts — willingness ©
pay — is approximated by other indicators.

A turther source of inaccuracy results from the use of dif
ferent climate models and scenarios. Although all resulis -
ported in this section assume benchmark CO, warmin
estimates may be based on different GCM results. Tn addition
some authors have “normalized™ impacts to a standard wamny
ing assumption (usually 2.5°C). others have not. This varie
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Table 6.1. Overview of climate change impacts

/ (\' ()

Damages Market Impacts Nonmarket Impacts
Primary Other Damage from
economic sector  economic sector Damage from Ecosystem Human extreme
damage damage Property loss  extreme events damage impacts events
Fully Agriculture Dryland loss Wetland loss
estimated, Coastal
based on protection
willingness to
pay
Fully Forestry Water supply Hurricane Forest loss Hurricane
estimated, damage damage
using
approximations
Partially Fisheries? Energy Urban Damage from Species loss  Human life Damage
estimated demand infrastructure  droughts® Air pollution  from
Leisure Water droughts®
activity pollution
Migration
Not estimated Insurance Nontropical Other Morbidity Nontropical
Construction storms ecosystem Physical storms
Transport River floods loss comfort River floods
Energy supply Hot/cold spells Political Hot/cold
Other stability spells
catastrophes Human Other
hardship catastrophes

‘Often included in wetland loss.
*Primarily agricultural damage.

in assumptions can be the cause of significant variation in
damage estimates (see Smith ef al., 1993).

Estimates are predominantly for the U.S. and other OECD
countries. Material relating to other countries is sparse al-
though increasing. All the estimates are subject to consider-
able uncertainty. Furthermore, estimates are usually based on
the present-day economy and expressed as a percentage of
GDP. Projections then apply these percentage impacts to
future world product (e.g., to 2060 for realized benchmark
warming). Simply projecting percentage losses to the future is
a somewhat unsatisfactory approximation. Future impacts
will depend on economic, demographic, and environmental
developments. Some of the effects are likely to grow more
than proportionately with GDP (e.g., the economic value of
nonmarket goods) and others less than proportionately (e.g..
agriculture). Future demographic developments may change
current vulnerability and migration patterns in an unknown
way.

The incomplete nature of the damage estimates presented
here must be borne in mind when evaluating the full welfare
implications of climate change.

6.2.1 Agriculture

Climate change is expected to damage agriculture in some
areas but aid it in others. The principal damage will arise from

heat stress, decreased soil moisture, and an increased inci-
dence of pests and diseases. In addition, warmer temperatures
could cause the growing cycle of many plants to accelerate,
allowing less time for plant development before maturity. In-
creased rainfall intensity could increase soil erosion in some
areas, whereas other regions could be affected by drought.
Rind et al. (1990) use GCM results to calculate that for many
mid-latitude locations (e.g., the U.S.) the incidence of severe
droughts that currently occur only 5% of the time would rise
to a 50% frequency by the 2050s, based on the difference
between precipitation and potential evapotranspiration (Ep).
They find that

E_increases most where the temperature is highest, at low-
to mid-latitudes, while precipitation increases most where
the air is coolest and casiest to saturate by the additional
moisture. at higher latitudes.

The principal beneficial impacts from climate change would
be longer growing scasons in some regions and for some
crops. and the fertilization effect of greater atmospheric car-
bon dioxide. Higher atmospheric carbon concentrations are
expected to increase photosynthesis. which combines carbon
dioxide and water to produce carbohydrates. Laboratory ex-
periments suggest that a doubling of CO, from 330 to 660
ppm could raise yields by 34% for C, crops (wheat. rice. soy-
beans. fine grains. legumes, root crops. most trees) and 14%
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for C, crops (muaize, sorghum; see Schneider and Rosenberg,
1989). However, open-field conditions may not necessarily
achieve the same yield increases (Parry, 1990; Evans et al.,
1991; Korner and Arnone, 1992; Erickson, 1993). Bazzaz and
Fajer (1992) note that the laboratory experiments depend on
availability of fertilizer and water and conclude that because
of “competitive interference and limited nutrients . . . we do
not expect that agriculwural yields will necessarily improve in
a CO,-rich future.” Morcover, the doubled-CO, experiment is
conceptually wrong for calculating the effects of benchmark
(equilibrium) warming. This is because. after taking account
of other greenhouse gasces, the equilibrium CO, concentration
in the 2xCO,-equivalent atmosphere is only 440 ppm (Cline,
19924, calculated from IPCC, 1990a).

Agriculture is a relatively well-studied area of climate
change impact rescarch. Nevertheless, available results are
still very diverse and often contradictory. Agricultural models
are highly sensitive to a number of key assumptions. This sen-
sitivity can, to a large extent, explain difterences in model re-
sults. The most important clements of dispute include:

o the effect of CO, fertilization, as mentioned above

o the assumed climate scenario (particularly changes in
temperature and precipitation)

« the potential and scope for adaptation

« the inclusion of trade effects

The rest of this section summarizes the major contributions to
this research so far.

The importance of trade flows is iHustrated in a study by
Kane et al. (1992), which uscs the U.S. Department of Agri-
culture’s Static World Policy Simulation (SWOPSIM) model
of agricultural trade. Even in a “very adverse” scenario in
which yields fall by 5-40% in most developed countries, the
former Soviet Union, and China, and remain unchanged in
most other developing countries, net global welfare declines
by only 0.47% of GDP. World food prices are expected to in-
crease in the order of 40% or more. with repercussions on
both producer and consumer welfare. In a food exporting
country like the U.S.. for example. consumers are expected to
lose $40 billion annually in consumer surplus (at 1986
prices), whereas U.S. farmers gain $19 billion annually in
producer surplus because price increases more than offset
yield reductions. The implication is that a corresponding loss
of consumer surplus occurs tor importing nations, associated
with terms-of-trade gains on U.S. farm exports. The main
loser identified in this particular model run is China. with eco-
nomic losses of more than 3% of GDP. Increased world food
prices also heavily affect consumers in the {ormer Soviet
Union. In a second. more optimistic scenario. worldwide im-
pacts are practically zero. with negative results in Canada,
Japan, and Europe being offset by gains in Australia, and now
also the tormer USSR and China. The Kane er al. figures, av-
eraged over all scenarios, are used for the agricultural damage
estimates reproduced in Table 6.5.

In another global study. Rosenzweig er al. (1993) coordi-
nated rescarch applyving crop simulation models in I8 coun-
tries 1o examine the impact of henchmark 2xCO,-cquivalent
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warming on yields for wheat, rice, maize, and soybeans b
2060 (see also Rosenzweig and Parry, 1994). Linking the re-
sults in a world trade model (Basic Linked System), they cal-
culated the impact on production levels, prices, and the
number of people at risk from hunger. The study found tha
crop yiclds would decline in the low latitudes, where they are
currently grown near their limits of temperature tolerance.
However, yields could increase at middle and high latitudes
when carbon fertilization is included. In the case of moderate
adaptation, output rises in developed countries by 4-14% but
falls by 9-12% in developing countries (which must import).
Depending on the GCM used, global output falls by 0-3%.
prices rise by 10-100%, and the number of people at risk
from hunger rises from a baseline of 640 million to a range of
680-940 million. Although the results are open to the criti-
cism that the climate models used (GISS, GFDL, UKMO)
have sensitivity parameters higher than the IPCC's 2.5C
(Reilly and Hohmann, 1993), from another standpoint the
results are optimistic. They employ a carbon dioxide concen-
tration of 555 ppm, which is essentially a transient concepl
for the year 2060, rather than a 2xCO,-equivalent equilib-
rium concept (where the carbon dioxide concentration i
440 ppm).!

The Rosenzweig et al. study has been supplemented by
Reilly et al. (1994), who used the Rosenzweig et ol. yield data
as an input for SWOPSIM. The study estimated global wel-
fare losses at $0.1-$61.2 billion in the scenario without adap-
tation. In the moderate adaptation scenario welfare changes
range between +$7.0 and -$37.6 billion.

The number of additional people suffering from hunger has
also been estimated by Hohmeyer and Gértner (1992). Their
estimate of 900 million deaths over a 20-year period tp to
2030 is based on a rather ad hoc line of reasoning though
Their figure, which measures actual casualties, also appean
rather high, compared to the more sophisticated Rosenzweig
et al. (1993) estimates of people ar risk.

On a regional level, a study for the European Union pre-
dicts that overall agricultural yields in Europe are likely toin-
crease as a result of increased temperature and precipitation.
Weltare gains of ECU 3.2 billion are predicted for [°C warm-
ing and ECU 12.2 billion for 4°C (CRU/ERL, 1992). Gains
would mainly occur in the north, whereas the outcome for
southern Europe would be more mixed.

For the U.S.. Adams et al. (1993) estimated the combined
cconomic effects of climate change on agricultural producen
and consumers under different scenarios. Impacts were gener-
ally negative if based on the 2xCO, predictions of the UK
Meteorological Office. The more benign GISS and GFDL
forecasts yielded mostly positive impacts. except for the cases
without CO, fertilization: Producer gains. particularly in th
North, were generally large enough to offset the losses faced
by consumers and producers in the South. In their “standard”
scenario. with a CO, concentration of 550 ppm and no trad
and adaptation effects. the estimated agricultural impact
ranged from -$18 billion (UKMO) to +$10 billion (GISS:
Substantial economic losses are predicted in all scenarie
once temperatures rise by 4°C. Based on earlier estimates by
the U.S. EPA (1989)., Nordhaus (1991) and Cline (149X
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have estimated U.S. impacts of roughly zero and -$17.5 bil-
lion, respectively. The former estimate is based on a 660 ppm
scenario, whereas Cline assumes 440 ppm, consistent with
CO,-equivalent doubling.

A study of the Missouri-lowa-Nebraska-Kansas (MINK)
area introduces the further influence of farmer adaptation
(earlier planting, use of longer season varieties, changes in
tillage to conserve water; see Easterling er al., 1993; Rosen-
berg, 1993). Using actual climate conditions of the 1930s as
an analogue for a 2030s climate, the study found that, without
carbon fertilization, climate change cuts agricultural produc-
tion in the area by 17.1%, but only by 12.1% with on-farm adap-
tations. Adaptation thus reduces losses by about one-third. If
100 ppm carbon fertilization is added as an offsetting factor,
output is reduced by only 8.4%. This loss is cut further to
3.3% by adding the influence of adaptation. Considering that
regional temperatures were only about 1°C higher than today
in the 1930s, and adjusting for commensurate carbon fertiliza-
tion, the MINK results suggest losses in the order of 10% for
benchmark 2xCO, warming, even with farmer adaptation.

Another paper emphasizing adaptation is Mendelsohn er
al. (1993), who argue that the production function method
commonly used in crop models inadequately captures induced
producer responses. They suggest that existing cross-section
data for different climatic regions can provide a better guide
to total effects incorporating these responses. They use county-
level U.S. data to regress farmland values on climate and a
number of other relevant variables. To simulate the overall
impact of climate change on U.S. agriculture, they postulate a
rise of 2.8°C (5°F) in mean temperature and 8% in rainfall.2
Under these assumptions, U.S. agriculture experiences losses
of $6 billion to $8 billion annually if county results are
weighted by shares in cropland area, but gains of $1 billion to
$2 billion if the weights are shares in crop revenue (which
gives much more weight to irrigated lands of the West and
South). The study shows that agricultural land value is
strongly influenced by climate, even after taking adaptation
into account. The cross-sectional data used in the study reflect
agricultural practices that are highly adapted to the local cli-
mate, and yet the authors still find large productivity differ-
ences related to climate. The evidence indicates that warmer
summers have a negative impact on land values and, by impli-
cation, productivity. This is persuasive empirical evidence
that adaptation is unlikely to completely offset the effects of
climate change on agriculture.

6.2.2 Sea level rise

IPCC Working Group I in Volume | of the present report
(IPCC. 1996a) estimates a central value for sea level rise by
the year 2100 of about 46 cm, compared to 66 cm in IPCC
(1990a). The impacts of sea level rise are discussed in detail
in Volume 2 (IPCC. 1996b), but the main areas threatened are
coastal zones and small islands. These are characterized by
highly diverse ecosystems that are important as a source of
food and as habitat for many species. They also support a va-
riety of economic activities, some of which put the natural
coastal systems under stress.
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Both the original and updated IPCC estimates refer to the
transient rather than the equilibrium impact of sea level rise.
Unlike other damage categories, the cquilibrium effects for
sea level rise are far greater and take much longer to occur
than the point estimates corresponding to the first year of
equilibrium warming suggest. For a discrete warming shock,
the sea level continues to rise for up to 500 years (Titus, 1992;
Manabe and Stouffer, 1993; sce also Wigley, 1995). Some
studies crudely convert this growing long-term effect into a
point estimate of a I-m sea level rise for a doubling of CO,,
even though realized increases by 2100 are estimated to be
lower. Others ignore long-term effects and, in a similar arbi-
trary fashion, associate a doubling of CO, with a sea level rise
of about 50 cm. i

The literature usually divides the costs of sea level rise into
three types: capital costs of protective constructions, the re-
current annual cost of forgone land services, and the costs as-
sociated with increased flood frequencies. Coastal protection
is a form of adaptation used to avoid land loss and loss from
increased flood frequencies. Land loss and flood losses thus
depend on the chosen level of protection. Note that the preser-
vation of drylands could imply more rapid loss of wetlands.
Other, not fully assessed damages include loss of sovereignty,
cultural heritage, and national identity of small island states
(see Box 6.2), and the creation of a potentially large refugee
population (see Section 6.2.11).

Protection costs. The U.S. EPA estimated that for the U.S.,
a l-mrise in sea level by the year 2100 would require $73 bil-
lion to $111 billion cumulative capital costs to protect devel-
oped areas through the building of bulkheads and levees,
pumping sand, and raising barrier islands (U.S. EPA, 1989).
Assuming that capital costs would be spread over a 100-year
period, Cline (1992a) estimated costs in the order of $1.2 bil-
lion for capital construction. Gleick and Maurer (1990) es-
timated capital construction and maintenance costs for pro-
tecting San Francisco Bay from a I-m rise at $200 million
annually, or a sixth of the U.S. total estimated in Cline (1992a).
Fankhauser (1995) estimated annuitized costs of coastal pro-
tection against a 50-cm rise in the order of $1 billion world-
wide, with about half occurring in non-OECD countries.

Land loss. The U.S. EPA (1989) report estimates that under
a I-m rise scenario unprotected dry Jand amounting to 6,650
square miles would be lost in the U.S.. and 49% of today’s
13,000 square miles of wetlands would be lost (Titus er al.,
1991). Titus er al. indicate that wetlands preservation pro-
grammes typically cost up to $30,000 per acre. Using a more
conservative $10,000 capital cost per acre of wetlands, plac-
ing coastal dryland valuc at $4.000 per acre, and applying a
rental opportunity cost of 10%. Cline (1992a) estimates the
annual U.S. losses from a 1-m rise at $4.1 billion for wetlands
and $1.7 billion for dryland. Assuming only a 50-cm rise in
sea levels, but doubling wetland costs to $20,000 per acre, at
least in developed countries, Fankhauser (1995) obtains a cost
estimate of $45.6 billion annually for forgone land services
worldwide, assuming a 33% loss of all remaining wetlands
under a 50-cm rise. With over 85% of coastal wetland loss oc-
curring in developing countries. low income regions are by far
the most heavily affected arcas. For the OECD (excluding
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Canada, Australia, and New Zealand) Rijsberman (1991) esti-
mates a loss of coastal wetlands in the order of 48.000-64.000
km? for a I-m rise, more than 50% of the remaining arca of
coastal wetland habitats in these countries.

Sea surges. A 1-mrise in sea levels could increase the num-
ber of people subject to annual flooding by about 20%. ac-
cording to cstimates in IPCC (1994). Particularly at risk
would be coastlines along the Indian Ocean, in the South
Mediterrancan, and in Africa, as well as small island states. A
number ol case studies exist which quantify the impact of sea
level rise on sea surges in the U.S. (see Titus, 1987). The an-
nual average damages in Charleston. South Carolina. could
double duc to an 88-cm sca level rise: the damages of a 100-
year storm in Galveston, Texas. could triple. (Note, however,
that cost-cifective protection measures can mitigate this loss.)
The U.S. Federal Emergency Management Agency and Fed-
eral Insurance Agency (U.S. FEMA-FIA. 1991) estimate that
the area inundated by a 100-year tlood will increase from
19,500 square miles to 23,000 and 27.000 square miles for a
1-foot and 3-foot sea level rise. respectively, by the year 2100
if no protective measures are taken. The region most signifi-
cantly affected would be the Louisiana coast. The expected
annual flood damage in 2100 increases by 36-58% ($150 mil-
lion) for a 1-foot rise and by 102-200% ($600 million) for a
3-foot rise in sca level. For the European Union, CRU/ERL
(1992) calculate that periodic flooding would increase the
costs of sca level rise by as much as a factor of 2.7.

6.2.3 Forests

The impact of climate change on forests is uncertain. lmpacts
may be beneficial tor some regions and species and detrimen-
tal for others. IPCC (1996b) identifies three major changes of
consequence to the forestry sector. They are

(1) changes in seasonal climate patterns, which differ with
latitude

(2) watcer shortages during the growing season

(3) rate of climate change

The most significant changes over the next fifty years or so
are, howcever, likely to be caused by nonclimate effects, in
particular by land use change. No attempt is made within this
section to quantify nonclimate impacts (e.g., deforestation
and human-caused fires). Although these factors interact with
climate, damage estimates here are restricted to impacts at-
tributable to anthropogenic climate change.

Simulations for baseline climate change to 2050 suggest
that boreal forests will be more impacted by climate change
than tropical forests, which are more affected by changes in
land usc. It is also anticipated that the impact of climate
change on temperate forests would be lessened through ame-
liorative action. Models neglecting land use effects generally
suggest relatively benign impacts. It was estimated that global
forest arca could increase as much as 9% in this case (IPCC,
1996b).

Furthermore. forests could be adversely affected by an in-
crease in the frequency or intensity of wildfires that may oc-
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cur as a consequence of changes in thunderstorm and drough
conditions. Estimates by Price and Rind (1994) for the south-
western U.S. suggest that a doubling of CO, could lead to«
60% increase in the number of lightning-cauged fires. The an-
nual area burned could increase by over 140%.

Current models have a number of deficiencies, however
Current studies of forest responses to climate change are a
the ecophysiological level and the ecosystem level. Only the
latter impacts, arising from changes in existing forest arca. ure
assessed in this section. Furthermore, models are mostly con-
cerned with equilibrium climate change. It is not currently
possible to predict the transient responses at the global scale.
Some of the static vegetation models used to estimate poten-
tial forest losses under changed climate include the Holdridge
vegetation model. IMAGE 2.0, BIOME, and MAPSS (se
IPCC. 1996b). In spite of the inability of these models to deal
with transient responses, they do provide quantitative zsti-
mates of changes in equilibrium vegetation classes under fu-
ture climate. Because the number of vegetation classes in the
models is limited, however, it is believed that they underasti-
mate actual changes.

Most studies concerned with the economic impacts on
forests and forestry are based on earlier, perhaps more pes-
simistic, model runs. A study often used is Sedjo and Solomon
(1989), who calculated that steady-state 2xCO, warming
could reduce boreal forests by 40% and temperate [orests by
1.3% in biomass, but increase tropical forests by 12%. The net
change would amount to a decline of 3.7% globally in bie-
mass, and 5.8% in area. Based on these figures. Fankhauser
(1995) has estimated annual forestry damages of $1.8 billion
in OECD countries and $2 billion worldwide, using forest val-
ues of 2000, 400, and 200 $/km?, respectively, for high. mid-
dle, and low income countries. Because of the positive impic!
on tropical forests and the use of higher forest values in devel-
oped nations, most forestry damage occurs in OECD coun-
tries.

Compared to equilibrium estimates, transient effects over
as much as three centuries would be much more sever.
Whereas the latitudinal borders of potential location for given
species would migrate poleward by 600 to 1,000 km over the
next century, the actual migration pace could be as low as 100
km (U.S. EPA, 1989). Dieback along low-latitude boundaries
would thus exceed additional growth on the poleward bound-
aries. Over the next 100 years U.S. forests could lose 23-34%
of standing biomass in the Great Lakes region and 40% in the
West.

On this basis, Cline (1992a) estimates a loss of 40% for
U.S. forests. Estimating the value of annual wood extraction
at $10 billion. and allowing for some limitation of lesse
through reforestation. he estimates net U.S. forest loss from
benchmark warming at $3.3 billion annually. solely for con-
mercial wood products.

Titus (1992) places U.S. forest damages an order of magni-
tude higher. at $44 billion annually (central estimate). He esti-
mates a median percentage biomass loss of 34% in the thim
states he examines. His much higher damage estimates thu
stem not from greater biomass loss but from a higher valux
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tion of unit forest area. Using a comprehensive measure that
includes recreation and other value, Titus values forested area
at $45 to $150 per acre per year of forest (above raw land
value). The Titus estimates would make U.S. forest loss the
largest damage category.

A more recent U.S. study by Callaway er al. (1994) pro-
vides a more differentiated picture. A decrease in softwood
yields in practically all areas (except the Northwest) is partly
offset by increased yields in hardwood in most regions. Al-
though producers would gain from price increases, consumers
would face substantial losses. On aggregate, annual losses to
the U.S. forestry sector are estimated to be between $2.5 bil-
lion (for 2.5°C warming, including CO, fertilization) and $12
billion (4°C, no CO, fertilization). This corresponds to a 4-
19% welfare reduction in the U.S. forestry sector.

6.2.4 Water supply

Some regions may benefit, but climate change could in many
areas put considerable stress on water supply as a result of
changes in the timing, regional pattern, and intensity of pre-
cipitation events. This, in turn, will affect the magnitude and
timing of runoff, while higher temperatures will at the same
time lead to changes in evapotranspiration, soil moisture, and
infiltration conditions (IPCC, 1996b). In areas and/or periods
where precipitation declines or does not rise by enough to
compensate for higher evapotranspiration (from warmer tem-
perature), the widening gap would reduce soil moisture and
water levels and flows. In coastal regions, saltwater intrusion
could affect current freshwater sources. At the same time, the
demand for water would tend to rise with warming, because
of increased needs for irrigation and for cooling in electric
power production (U.S. EPA, 1989) and because of higher
residential demand.

Although confidence in projected water runoff is still low,
model runs project increased runoff in high latitude regions
due to increased precipitation, whereas lower latitudes could
experience decreased runoff due to the combined effects of in-
creased evapotranspiration and decreased precipitation. The
current arid and semi-arid regions, in particular, could experi-
ence some of the largest decreases in runoff (IPCC, 1996b).
River basin runoff is very sensitive to small variations in cli-
matic conditions, because runoff is a residual of precipitation
on the one hand and soil absorption or evaporation on the
other. Consequently, small changes in any of the underlying
variables can cause a much larger proportionate impact on
runoff.

For the U.S., water basin simulation models show that in a
warmer, drier climate (+2°C. —10% precipitation). water sup-
ply in 18 major water regions covering the bulk of national
supply would decline by approximalely one-third (calculated
from IPCC, 1990b). The U.S. EPA (1989) predicts that 2xCO,
warming would reduce annual water deliveries in California’s
Central Valley basin by 7-16%, in a region where baseline wa-
ter demand is expected to rise by over 50% as early as 2010
fie.. before a doubling of CO, is likely to occur). For the
Sacramento basin, Gleick (1987) estimates that a 4°C increase
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in temperature would decrease summer runoff by 55%, even
if there were a 10% rise in precipitation. For the Boston area,
Kirshen and Fennessey (1992) applicd water balance models
to GCM projections for benchmark warming and found that
reliable water yiclds of existing water systems could fall by as
much as one-third (based on the GISS and GFDL projections)
but could also rise (if the UKMO and OSU projections are
used). The difference arises because some models predict
falling precipitation and others rising. If zero change in pre-
cipitation is imposed, the result is a decline of 18% in reliable
water yield.

Cline (1992a) sets 10% as a central estimate for water sup-
ply reduction in the U.S. from benchmark warming. He esti-
mates national annual withdrawals at 0.4 billion acre-feet and
unit price at $250 per acre-foot. The resulting estimate of an-
nual damage is $7 billion. Titus (1992) uses a larger volume
impact but lower unit prices to reach a central estimate of
$11.4 billion annual losses. For the European Union, CRU/
ERL (1992) estimate that the costs of reduced water runoff
would amount to ECU 5.8 billion for 1°C warming and ECU
18.8 billion for 4°C.

Fankhauser (1995) uses a somewhat lower percentage vol-
ume loss than the U.S. studies but, at least for OECD coun-
tries, a unit price more than twice as high as Cline’s. He
estimates annual losses at $34.8 billion for the OECD, and
$46.7 billion worldwide. Again, the high share of OECD dam-
ages is due (o differences in valuation between regions. In
physical units, about three-quarters of water losses occur in
non-OECD countries (see Table 6.5).

Adjustments in water management practices can help to
ease impacts. More efficient water allocation, for example,
with less low-priced water allocated to agriculture and more
to urban use could attenuate losses in water supply. On the
other hand. it could aggravate prospective agricultural output
losses.

Gleick (1992) and Homer-Dixon et al. (1993) have empha-
sized another dimension of water supply effects: the potential
for political conflict, such as the dispute over the Jordan River
basin that contributed to the 1967 war in the Middle East.
From this standpoint, associated damages might appropriately
include higher defence costs or, perhaps more appropriately,
some unquantified social cost arising from the increased prob-
ability of regional wars.

6.2.5 Space cooling and heating

Climate change would impose higher air conditioning (space
cooling) costs but would reduce heating costs. The net effect
on energy costs is ambiguous and will be highly variable
across regions. For space cooling costs in Japan, Nishioka et
al. (1993) report estimates of a 2% increase in electricity de-
mand per “C warming for temperatures between 24°C and
30°C. and a 1% increase for temperatures between 17°C and
24°C. No significant change in demand was found for temper-
atures above 30°C,

On the basis of detailed encrgy projections. the U.S. EPA
(1989) has estimated that a warming of 3.7°C by 2055 would
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result in a net increase in U.S. electricity demand of about
one-fifth above bascline, requiring additional annual operat-
ing costs of $53 billion and cumulative capital cost increases
of $224 billion. Scaling back these estimates for consistency
with present-day cconomic size and for a warming of only
2.5°C, Cline (1992a) estimates annualized damages of $11.2
billion from higher net electricity requirements under bench-
mark warming. Arguably, this estimate is understated, be-
cause with global mean warming of 2.5°C, U.S. warming
would amount to 3.9°C. Titus (1992) uses the same underly-
ing study to reach a central estimate of $5.6 billion.

More informal estimates ol the corresponding savings on
space heating arce considerably lower, in the range of $1 bil-
lion annually (Nordhaus, 1991; Cline, 1992a). A lower gain
from reduced heating relative to increased cooling is consis-
tent with the analysis of Loveland and Brown (1992). They
find that “annual cooling loads will increase at a much greater
rate than heating loads will decrease.” and they stress the ex-
tra costs of peak cooling loads. However. the expenditure base
on which a greater proportionate increase in cooling costs
would operate is about 2.3 times lower than the expenditure
base of the smaller percentage cut in heating costs (Rosenthal
et al., 1994). The net effect is thus ambiguous.

Based on regional GISS warming results reported in Love-
land and Brown, Cline (1993a) estimates that for the U.S. the
number of cooling degree days would rise by about 100% un-
der 2xCO,, compared to a 40% fall in heating degree days. As
this ratio for change is approximately the inverse of the ratio
for the expenditure base, the overall result would be that the
reduction in hecating costs would be approximately equal to
the incrcase in cooling costs. On this basis, the Nordhaus
(1991) and Cline (1992a) heating cost reductions would ap-
pear substantially understated.

Rosenthal er af. (1994) go further and estimate that U.S.
savings on heating would exceed increased cooling costs by
$7.6 billion tor 2.5°C U.S. warming. With nearly equipropor-
tionate changes in heating (—14% for 1'C) and cooling
(+16%), their results significantly deviate from the Loveland-
Brown estimates and stress greater proportionate change in
cooling. For higher temperatures, the savings on reduced
heating could be expected to tall. and the costs of increased
cooling to rise (given the falling base of the former and the
rising basc of the latter).

For most of the developing countries, because of their lo-
cation and base climate. savings from reduced heating would
tend to be limited even for benchmark warming. Increased
cooling costs for these countries would tend to be larger. espe-
cially where basclines are already incorporating greater pene-
tration of air conditioning as per capita income rises. Extrapo-
lating the U.S. EPA (1989) data to other geopolitical regions,
Fankhauser (1995) assumed an increase in electricity demand
of 3.2% in all regions considered. except for the former Soviet
Union, where clectricity demand was assumed to decrease by
1%. This resulted in increased space cooling costs of about
$20 billion in the countries of the OECD and $23 billion
worldwide.

Based on estimated changes in heating and cooling degree
dayvs. CRU/ERL (1992 calculated significant benefits trom
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reduced heating expenses in the European Union. Gains in
Northern Europe were only partly offset by increased costsin
Portugal, Spain, and Greece. A 1°C rise in temperature would
yield net benefits in the order of ECU 13 billion. For 3°C
warming, the figure would rise to about ECU 32 billion.
These rather optimistic results appear to be mainly due to the
dominance of heating over cooling degree days in the baseline
case without warming.

6.2.6 Insurance

The property insurance industry protects other economic sec-
tors from the financial consequences of unexpected or uncer-
tain events, including weather extremes. As such, it is highly
exposed to changes in these extremes and thus to climate
change (see Section 6.2.14). The basic function of insurance
is to transfer financial risk from an individual to a group, tha
is, to spread a specific individual loss over the entire group of
potentially affected people. At present, natural hazard insur-
ance has a capacity to absorb damages of about $100 billion.
For comparison, in 1992 Hurricane Andrew alone caused cco-
nomic damage of $30 billion, about half of which was insure
(Dlugolecki et al., 1994). The impact of climate change o
other branches of insurance, such as life and liability, and on
the wider financial sector (e.g., banking) are discussed in Vol-
ume 2 (IPCC, 1996b).

Since 1987, after a relatively quiet period of about twenty
years, the insurance industry has been confronted with a large
number of major weather-related catastrophes, that is. events
that involved insured losses of over $1 billion. This increase
was caused by a variety of factors, including population
growth, higher standards of living, concentration of people
and capital in large conurbations, the development of ex-
tremely exposed areas, and environmental changes. Although
there is no clear connection to anthropogenic climate change,
the reaction of the sector is illustrative of what would happen
if climate change were to lead to an increase in the number
and intensity of extreme weather events (Berz and Conrad.
1993: Dlugolecki et al., 1994; IPCC, 1996b; Leggett. 1993).
Premiums were increased and cover was restricted. bu
with some delay, as the insurers wanted to make sure tha
the increase in risk was permanent. In some areas. such us
the Southeast states of the U.S., the Caribbean, and the
Pacific. insurance and reinsurance supply was withdrawn
after a sequence of hurricanes in the late 1980s and curly
1990s. As a further reaction, the insurance sector has the
following broad options (Dlugolecki er al., 1994: Tol ¢t ul.
1994):

(a) altering the way in which premiums are determined by
incorporating more knowledge of the actual risk (so fur.
premiums have primarily been determined by competi-
tion and recent claims)

(b) changing the product to limit the insurer’s exposure

) extending the available funds through further pooling
and accumulation. particularly in cooperation with gov-
ernments and banks. This may require alterations of ex-
isting fiscal and institutional regulations
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(d) risk management, that is, getting involved in restricting
the damage caused by weather events

{e) lobbying for and investing in environmentally sound
policies and projects

Points (a) and (b) are being implemented, (¢) and (d) are un-
der consideration, and (e) awaits further evidence on the rela-
tionship between environmental policies and insured risks.
Although a number of these points help reduce the overall ex-
posure of society to weather hazards, many merely affect the
exposure of the insurance sector itself. Limiting only the in-
surers’ exposure obviously leads to greater exposure for oth-
ers. Little research has been done to assess the consequences
of such a policy on households, industry, and government.

6.2.7 Other market sectors

Construction. Nordhaus (1991) suggests that the construction
sector in temperate climates would be favourably affected by
climate change because of a longer period of warm weather.
However, although construction is adversely affected by frost,
it is also inhibited by rainfall, and GCMs typically predict an
increase in global mean precipitation by about 8% as the con-
sequence of benchmark 2xCO: warming (IPCC, 1990a). The
IPCC notes the adverse effect of rainfall on economic activity
more generally and points out that “rainfall is responsible for
more delays than any other climatic variable” for UK industry
(IPCC, 1990b). However, estimales are not available on the
net effects of warming and increased precipitation on con-
struction or industry more generally.

Tourism and leisure activities. Studies by the Canadian
Climate Program Board suggest that, as a consequence of a
shortened period of snow cover, Quebec could lose 40-70% of
ski days. In Ontario, the shorter skiing season may cause a
loss of up to $50 million in revenue (Canadian Climate Pro-
gram Board, 1988a, b). Losses would presumably be larger in
relative terms in U.S. ski areas, where the temperature base is
already higher. Annual U.S. ski activity amounts to an esti-
mated $5.6 billion and 53 million skier visits (Waters, 1990).
Assuming a 60% reduction from benchmark warming, and
allowing for released productive labour and capital, Cline
(1992a) estimates ski industry losses at $1.7 billion annually.

The tourist industry will also be affected by beach erosion
and the inundation of beaches (Baan er al., 1993), as well
as likely coral reef death and other ecosystem loss (U.S.
EPA, 1989).7 These impacts could be particularly significant
for small island states, where tourism frequently accounts for
over a third of GDP (see Turner et al., 1994). On the other hand.
there could be gains from climate change in other leisure sec-
tors such as camping. boating. and sunbathing. The Ontario
case study, for example. predicts an increase in the camping
season of up to 40 days in some areas (Canadian Climate Pro-
aram Board, 1988b). In many regions, however, an increase in
summer activities could be hampered by increased rainfall.
CRU/ERL (1992) developed a “comfort index,” using temper-
ature. sunshine. and rainfall as indicators of the suitability of
climates for leisure activities. Using this index and figures on
current European tourist revenues, they estimate that 1°C
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warming could benefit tourism in the EU by about ECU 4.7
billion. As temperature rises though. the impact, at least in
Southern Europe, soon becomes negative.

Urban infrastructure. Adaptation and/or protection of in-
frastructure from extreme weather events like floods, extreme
rainfall, or landslides could cause increased costs under cli-
mate change (IPCC, 1996b). The U.S. EPA (1989) has exam-
ined the impact of climate change on urban infrastructure
costs. For coastal cities, sea level rise or more frequent
droughts would increase the salinity of coastal aquifers and
tidal surface waters, requiring a response where these are the
sources of a metropolitan water supply. In addition, more fre-
quent and intense storms would likely overload existing storm
sewer systems. Using U.S. EPA studies for New Orleans, New
York, Philadelphia, and Miami, Cline (1992a) suggests that
annualized damages of benchmark warming for U.S. urban in-
frastructure could amount to $100 million yearly.

6.2.8 Health

There are many potential health impacts arising from climate
change, some beneficial and some adverse. Although gener-
ally difficult to foresee and quantify, these impacts could arise
from diverse events, including disturbances in natural or man-
aged ecosystems. They could either be direct, as in the case of
heat wave deaths, or indirect, as when caused by changes in
the range and transmissibility of vector-borne infectious dis-
eases. Also, it is expected that different populations with vary-
ing levels of natural, technical, and social resources would
differ in their vulnerability to climate-induced health impacts.
The range of health impacts is discussed in more detail in
[PCC (1996b).

Given the current state of knowledge, and the influence of
environment, socioeconomic circumstances, population den-
sity, and nutritional status, among other factors, it is possible
to apply only a quantitative cost-assessing approach to a mi-
nority of such impacts. In this section monetized health dam-
ages reflect only mortality duc to heat stress. Other health
impacts of climate change are excluded. This is not to imply
that these are necessarily the most significant expected health
impacts (see [PCC, 1996b).

There is a U-shaped relationship between mortality and
outdoor air temperature. Death rates increase as a conse-
quence of both heat waves and very cold weather. The lowest
mortality rates are found at temperature levels of about 16-
25°C (Kunst er al., 1993: Haines and Parry, 1993). Climate
change could lead to an increase of heat-related deaths from
coronary disease and stroke, which is likely to more than off-
set a reduction in winter mortality. Air pollution increases the
occurrence of respiratory diseases (such as emphysema and
asthma). and longer, warmer summers are expected to in-
crease the severity of air pollution.

Kunst ¢r ¢l (1993) have analyzed the statistical relation-
ship between mortality and air temperature in the Nether-
lands. They found that a 30-day increase in air temperature
of 1°C above its ideal level would lead to a rise in mortality
of 1.1-1.9%. A 1'C drop from the optimum would cause a
slightly Tower rise of about 0.8-1.3% . For the UK. Langford



196 Climate Change 1995 — Feonomic and Social Dimensions of Climate Chane,

BOX 6.1: ATTRIBUTING A MONETARY VALUE TO A STATISTICAL LIFE

the issuc is how a person’s wellure is affected by an increased mortality risk, not what his or her life is worth. If 100,000
people arc exposed to an annual mortality risk of 1:100.000. there will, statistically, be one death incidence per year. Re-

sense to ask an individual how much he or she is willing to pay to avoid certain death. Nor is that the context of social deci-
sion making. But it can make sense to ask what individuals are willing to pay to reduce the risk of death or what they are
willing to accept to tolerate an increased risk of death.

The reality is that safety is not “beyond price.” If it were, most of the world’s wealth would be spent trying to save lives
by reducing accidents and preventing disease. Risks are taken every day, both by individuals and by governments in chocs-
ing their social and economic expenditures, some of which are specifically directed at protecting and extending human life,
For example, if a government introduces a programme of inoculation for childhood diseases that costs $10,000,000 per year
and saves an average of 80 lives per year, a statistical life is implicitly valued at $125,000 at a minimum.

Several methods have been applied to calculate the value of a statistical life (VOSL). None of them is without ploblems

The prescriptive view

Under a prescriptive or normative approach, the VOSL is not set according to observed behaviour but is based on ethical and
political considerations. It poses the question: At how much ought a statistical life be valued according to ethical or other
criteria? An obvious implication of this approach is that all lives will be treated equally. Each statistical life saved should
have the same value. However, the question of what this uniform value should be is difficult to answer from a purely pre-
scriptive point of view. In the context of climate change it has been argued that, since the developed countries have causad
the grecnhouse problem, OECD VOSLs should be used for all lives under the polluter-pays principle. An example of such
an approach is given by Hohmeyer and Giirtner (1992). Based entirely on a “moral imperative,” the theoretical economic
basis of this approach is weak.

The descriptive view

The alternative is to take a descriptive stance and ask how much people are actually willing to spend to avoid the risk of
death. Most studies that attempt to estimate damage due to climate change (see Table 6.4) are based on a descriptive per-
spective. Two approaches are commonly used in the economic literature: the human capital approach and the willingness-to-

Attributing a monctary value to a “statistical life” is controversial and raises a number of difficult theoretical and ethical is-
sues. It is important to understand that what is valued is a change in the risk of death, not human life itself. In other words,

moving the risk would thus save one staristical life. 1t is this statistical life that has an economic value. It would make no |

pay approach.

The human capital approach: This method involves treating an individual as an economic agent capable of producing an ‘
output that is valued in monctary terms. A life lost is then the loss of that output, less any consumption that the individual
would have made. One problem with this approach is that it tends to produce extremely low values for those with low cam- :
ings, clearly discriminating against the already poor. Another problem is that the approach has no particular relationship to -
an individual's willingness to pay to reduce his or her risks of mortality. The human capital approach is not properly founded .
in economic theory. :

The willingness-to-pay/willingness-to-accept method: The theoretically preferred approach is to value a statistical life on
the basis of what individuals are willing to pay or accept for risk changes. Such values can be based on methods such as '
“contingent valuation,” where individuals are asked directly how much they would be willing to pay to reduce risks. Otker |
measures include finding out how much people are spending on safety and disease-preventing measures, or by how much |
wages differ between safe and risky jobs (the “hedonic approach™). For example. suppose 100.000 workers are paid an addi- ;
tional $15 cach to tolerate an increased risk of mortality of 1/100.000. The increased risk will result in one statistical life ;
lost, valued at $15 X 100,000 = $1.500.000.

One problem with the willingness-to-pay approach is that it relies on individuals having an adequate perception of the
risks undertaken. This will not always be the case. particularly in developing countries. Another disadvantage of the WTP
approach is that the resulting figures depend on factors that may be distributed in a way that is not considered just. Mostim-
portant, the estimates depend on a person’s income. Rich people are better able to afford safety expenditures. whereas
poorer pcople’s WTP may be constrained by their ability to pay. WTP estimates will reflect this discrimination against the
less well off.
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BOX 6.1 (cont.):
Descriptive VOSL estimates

Studies of the contingent valuation and hedonic wage risk approaches suggest VOSLs in the order of about $1.8-$9 million
in the developed world, with a best guess of $3.5 million (Viscusi, 1993; ORNL/RFF, 1994). Few studies exist for the de-
veloping world, and it is difficult to say what the results would be for these techniques. Since WTP is constrained by ability
to pay (wealth and income), the results are likely to be very much lower. A preliminary study for India places “own valua-
tions” at perhaps $120,000 (Parikh et al., 1994).

In the absence of developing country studies, various rough and ready approximations have been tried. However, “bor-
rowing” VOSLs from developed economy studies is hazardous. For example, developing country valuations could be esti-
mated as

VOSLI(IL' = VOSL:I(" (YI([('/ Yzh' ) b

where Ildc = less developed or developing economy, dc = developed economy, E either denotes the income elasticity of de-
mand or the elasticity of the marginal utility of income, and Y is income (corrected for purchasing power parity). Develop-
ing countries’ VOSLs would simply be “scaled down” by the ratio of incomes raised to the power £. If E =1, then the
scaling down is simply done by the ratio of incomes. The above formula reduces to vosL,, /Y, =VOSL,/Y,, that is, the
VOSL in a developing country is the same proportion of income as it is in the developed economy. In the light of existing
developing country estimates, this seems a reasonable first approximation. But it still leaves the absolute VOSL lower in de-
veloping countries. Many would therefore argue that interregional comparisons of WTP estimates should be avoided. If
comparisons are made, the aggregation of individual damages is crucial.

It can also be argued, however, that the growing international mobility of skills and services will make national differ-
ences in VOSL increasingly less relevant over the next half century (R.K. Pachauri, personal communication, 1995).

Aggregation

Aggregation in this context is a political and ethical process, based on rules such as those set out in Chapter 3 (see also Box
6.2). The aggregation process makes it possible to correct for factors not reflected in individual WTP estimates, such as the
injustice in the underlying income distribution or different responsibilities for the climate change problem. The process may
thus result in changes in monetary values based on income levels as they are computed conventionally. For example, if
VOSL is scaled in proportion to income, as suggested above, and aggregation weights are inversely related to income,
weighted VOSLs will effectively be equal across countries, as proposed by the prescriptive school.

Sensitivity analysis

Fankhauser (1995) estimates 2xCO, damages for all effects at about $180.5 billion (1.3% of GDP) for OECD countries and
about $89.1 billion (1.6% of GDP) for non-OECD countries (see Table 6.6). Of these damages, human mortality accounts
for $34 billion for OECD countries and $15 billion for non-OECD countries. If all mortality damages were valued at a uni-
form average VOSL of $1 million, OECD mortality damage would fall to $22.7 billion and the non-OECD figure would rise
to $115 billion. This change would reduce the overall OECD damage only marginally to 1.22% of GDP but would approxi-
mately double the non-OECD damage estimate to 3.4% of GDP.

However, because this approach would be premised on a “moral imperative” rather than WTP, for consistency it would
seem also to require uniform VOSLs across time as well as across countries. An important implication is that by the time the
damage occurred (e.g., in the middle of the next century), a constant life valuation of $1 million would represent a substan-
tially lower fraction of GDP than it would today, especially for developing countries where per capita income should grow
more rapidly. The sensitivity estimate here would thus tend to overstate damage as a percentage of GDP at the time relevant
for damage assessment. Similar intertemporal adjustments for moral imperative considerations would generally not be rele-
vant for other damage.
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and Benthum (1993) estimate that the higher temperatures
predicted for 2050 (about 2.57C) could result in some 9,000
fewer winter deaths per year.

Most cconomic studies use Kalkstein (1989) as a basis.
Kalkstein has used statistical methods to analyze the mortal-
ity impact of changed weather conditions under 2xCO, for
15 major U.S. cities (U.S. EPA, 1989; Kalkstein, 1989). Even
after accounting for induced acclimatization (based on mor-
tality statistics for control cities with comparable present cli-
mate conditions), he finds that increased summer deaths
substantially exceed decreased winter deaths. Cline (1992a)
and Fankhauser (1995) weight these results by population and
extrapolate that benchmark warming would increase mortality
by about 27-40 persons per million population, depending on
the warming scenario. Without acclimatization this figure
would be about six times higher. For the United States the
more conservative figure including acclimatization translates
into 6,600 to 9,800 additional deaths annually for the present
U.S. population.

Mortality effects could be particularly damaging in the
more vulnerable countries of the developing world, where
mitigating technologies like air conditioning will be less read-
ily available. In Shanghai, for example, death rates from heat
stress are currently over twice those in New York City (Haines
and Parry, 1993). Health problems associated with hot spells
are also significant in Bangladesh (Asaduzzaman, personal
communication, 1994) and Pakistan (Asian Development Bank,
1994). Using unilorm mortality rates, Fankhauser estimates
that about 115,000 additional casualtics per year could occur
in non-OECD countries, compared to some 23,000 additional
annual deaths in the OECD (for 2.5°C warming: see Table
6.5). Tol (1994b), using the sume estimates but without scal-
ing to 2.5°C warming, arrives at a figure of 215,000 additional
casualties worldwide.

Expressing the value of this loss in monetary terms is con-
troversial (sce Box 6.1). Cline (1992a) uses lifetime carnings
to place statistical life valuation at a conservative $595.000
and reaches a corresponding estimate of $5.8 billion in annual
U.S. losses from benchmark warming. Using higher values,
Titus (1992) obtains annual damages of $9.4 billion for the
U.S. Fankhauscer uses value-of-statistical-life estimates of
$0.1 to 1.5 million, depending on regional income levels, and
obtains mortality damages of $10 billion in the U.S., $34 bil-
lion for the OECD. and $49 billion worldwide. It an identical
value of $1 million for all lives were used worldwide. this lat-
ter figure would rise to almost $140 billion. Tol (1995) as-
sesses a statistical life at $250.000 + 175 x (annual income per
capita). With worldwide mortality costs of $188 billion.
health damages account for more than half his aggregate esti-
mate of warming damages.

In addition to direct heat-related health effects, there could
be indircct losses from increased vector-borne discases like
malaria or yellow fever, as their insect vectors adjust to new
climate conditions and their risk areas shift (Haines and Parry.
1993). WHO (1990). for example. suggests that the so far dis-
case-free highlands of Ethiopia. Indonesia. and Kenya might
be invaded by vectors. A study for Indonesia predicts a four-

fold increase  the incidence of dengue fever and a 20-25%
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increase in malaria cases (Asian Development Bank, 1994) by
the latter half of the next century. Global simulations by Mat-
suoka et al. (1994) indicate a 10-30% increase in the number
of people at risk from malaria under 2xCO, conditions.
Hohmeyer and Giirtner (1992) estimate that an extra 200 mik-
lion people could be exposed to malaria worldwide. Martens
et al. (1994) expect several million additional malaria cases
by the year 2100. Vector-borne diseases may also spread into
developed countries. Simulations dealing with a possible -
crease of malaria in the U.S. are, however, inconclusive (U.S.
EPA, 1989).

The increased occurrence of flooding could lead tou
higher incidence of diseases associated with poor sanitation
standards, particularly in developing countries. For Indonesia
it has been estimated that, by the year 2070, cases of diarrhogu
could rise to over 900 per 10,000 inhabitants, compared to
300 cases per 10,000 people in 1989 (Asian Development
Bank, 1994).

The emerging picture of health impacts thus indicates that
the indirect effects could by far exceed the direct losses.

6.2.9 Air pollution

A warmer climate could aggravate some urban pollution prob-
lems. In the U.S., tropospheric ozone is the most severe prob-
lem in terms of the number of persons living in areas with air
quality indexes that violate national standards (75 million der-
sons in 1986). Total suspended particulates (TSP) and carbon
monoxide are also important (41 million each). TSP is also
implicated in widespread health damage in the developing
world and the economies in transition.

Numerous studies confirm that ozone concentrations rise
with temperature (see, e.g., IPCC, 1990b). The U.S. EPA. a-
ter summarizing various U.S. estimates, concluded that a 4°C
rise in temperature (about what could be expected for the U.S.
under 2.5°C global mean warming) could cause an increase in
peak ozone concentrations of 10%. The result would be w
double the number of cities in violation of the air quality stan-
dards from 68 to 136, causing most midsize and some small
cities in the Midwest, South, and East to be added to the list of
those presently in violation.

Applying its past models relating ozone concentrations to
emissions of volatile organic compounds (VOCs), the US.
EPA estimates that it would be necessary to reduce VOC
emissions in the U.S. by 700,000 tonnes from a year-2000 ex-
pected base of 6 million tonnes to offset the effects of 2xC0.
warming on ozone formation. At an estimated cost of $5.000
per tonne. the agency calculates that the resulting costs would
amount to $3.5 billion annually (U.S. EPA, 1989). Cline (1992
uses this figure as an estimate of U.S. air pollution damage ©
be expected from benchmark warming. In comparison. ar
pollution control expenditure in 1987 was $27 billion (US.
EPA. 1990).

Titus (1992) estimates U.S. tropospheric ozone damag
from benchmark warming at $27.2 billion annually. This ivab
most an order of magnitude higher than Cline. although both
tigures are based on the U.S. EPA (1989) estimate. The differ-
ence appears to be that Titus projects a high baseline of VOC
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emissions at 3% growth and reaching an implied 70 million
tonnes by 2060, whereas the U.S. EPA estimate is based on
the present scale of emissions. Although some allowance for
growth in the base is appropriate. it seems unlikely that the
pollution baseline would grow faster than GDP and energy
output.

Instead of calculating the additional expenditures needed
to maintain present air quality standards, Fankhauser (1995)
estimates the extra damage occurring if air quality standards
were allowed to deteriorate. Assuming increases in NO_and
SO2 emissions of 5.5% and 2% (based on U.S. EPA, 1989) re-
spectively, he estimates additional air pollution damages of
$12 billion in the OECD and $15 billion worldwide (see also
Table 6.13 for cost of air pollution estimates).

6.2.10 Water pollution

Titus (1992) and Nishioka e al. (1993) have identified water
pollution as a category with potentially large damages due to
climate change. They predict a likely decline in river flow be-
cause of lesser water runoff. Because rivers carry away waste,
reduced river flow leaves more waste to be removed by emis-
sion controls. In addition, a higher water temperature could
affect water quality through a reduction in the level of dis-
solved oxygen (ECLAC, 1993). Nishioka er al. also discuss a
possi Jle decrease in the water quality of lakes through in-
cre: sed algae growth.

In assessing the impact of water pollution on the U.S., Ti-
tus assumes that the discharge of pollutants would change by
the same proportion as river flow. He cites U.S. EPA estimates
to establish a base of $64 billion for U.S. water pollution con-
trol costs in the year 2000 (at constant 1990 prices). Accord-
ing to his calculations, runoff declines by 2-4% if either
precipitation decreases by 1% or temperature increases by
0.4°C. Setting the elasticity of control costs (percent change
fora 1% change in river flow) at 1 to 1.7, Titus concludes that
water pollution control costs imposed on the U.S. by bench-
mark climate change would be in the range of $15 billion to
567 billion annually, with a central estimate of $34 billion.
Like Titus’s estimate for forest damage, this estimate dwarfs
typical damage calculations for most other individual cate-
gories. Yet water pollution is one of the most underresearched
aspects of economic damage. '

6.2.11 Migration

Shoreline erosion, river and coastal flooding, and severe
drought could displace millions of people. Less dramatically,
an accelerated decline in soil quality could also induce addi-
tional migration (IPCC, 1996b). Myers (1993) calculates that
there will be 150 million additional refugees, or 1.5% of the
world population in 2050, as a result of climate change, but
many assumptions are behind this estimate. Schelling (1983)
views migration as an efficient adaptive response to climate
change. However, presumably a cost should be imputed to the
utility loss by families compelled to migrate (Jansen, 1993).
Indeed. historically. peoples have often fought wars to avoid
being forced to leave their homelands. Tol (1995) arbitrarily
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puts this loss at three times the average annual income per
capita in the region of departure. This is reflected in Table 6.6.
There is also a cost to the recipient host country. In many
countries, for example. European countries and the U.S., the
costs of incorporating immigrants into the social welfare in-
frastructure are already a politically sensitive source of social
and budgetary pressure.

Cline (1992a) reports estimates that 640,000 legal immi-
grants have entered the U.S. annually in recent years, in addi-
tion to perhaps 130.000 illegal immigrants (Goering, 1990).
He hypothesizes an increase of 25% in illegal immigration
and 10% in legal immigration as a consequence of benchmark
warming. Based on total per capita spending by state and local
governments, and assuming 18 months before an immigrant’s
tax payments cover the family’s social infrastructure costs,
Cline estimates costs at $4.500 per immigrant; Ayres and
Walter (1991) similarly cite a figure of $4,000 per refugec
accepted by the U.S. Cline (1992a) estimates annual immigra-
tion costs to the U.S. from 2xCO, warming at $450 million.
The hardship and stress suffered by refugees remain un-
counted, though. Fankhauser (1995) has extended the Cline
estimates to the world as a whole, assuming that current mi-
gration patterns continue to hold (see Table 6.5).

6.2.12 Human amenity

Mearns et al. (1984) use statistical distributions of current
temperatures to explore the impact of climate change on ex-
treme temperature events for the U.S. In their base case, they
increase mean temperature by 3°F (1.7°C) and hold the vari-
ance and autocorrelation of daily temperatures constant. Un-
der these assumptions, they calculate that the frequency of
heat waves (defined as 5 consecutive days with a maximum
temperature of at least 35°C) would multiply threefold (esti-
mated for Des Moines, lowa). There is reason to believe that
people would be willing to pay something to avoid a threefold
increase in the incidence of heat waves. At the same time, cli-
mate change would reduce the disamenity of severe winters in
colder areas. The net balance under benchmark warming is
unclear. As suggested below, however. for much higher warm-
ing over the very long term. the amenity damages would be
more likely to dominate.

Cline (1992a) provides an order of magnitude estimate of
the value of the disamenity caused by a sharp increase in the
number of hot spells in the U.S. Assuming that people are
willing to pay 0.25% of their income to avoid this and other
disamenities. a $10 billion loss per year results.?

Leary (1994) has surveyed the available empirical evi-
dence on the implicit valuation of amenity due to local cli-
matic variation in the U.S. The results of this study are that:

« Individuals value changes in climate and are willing to
accept lower wages. or pay more for property, in return
for an improved local climate. Some migratory patterns
are explained by climate differences.

o In the U.S. these values appear to be substantial, rang-
ing from hundreds to thousands of U.S. dollars per
household (in present value terms).
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o Houscholds prefer sunny, mild climates. Increases in
winter temperature and the number of sunny days are
favoured, whereas higher summer temperatures deter
migrants, so that hot summers appear to be a disamenity.

These findings are intuitively appealing, but characterization
of “climate prelerences™ is not robust across the studies evalu-
ated, and it is not possible, therefore, to say whether climate
change will, on balance, increase or decrease climate amenity.
As with other aspects of the cconomics of climate change,
these results are relevant only to the U.S. and perhaps to other
temperate industrialized zones where housing and labour mar-
kets respond to differentials in housing and work characteris-
tics.

Amenity effects would vary by region, tending towards
damages in presently warm areas and gains in presently cold
areas. Potentially, amenity valuations could be large in ab-
solute terms, because they apply to the entire income base of
the population. However, the tendency towards neutralization
by the ditferential effects among geographic regions and be-
tween scasons would tend to reduce the overall magnitude of
amenity cffects.

6.2.13 Ecosystem and biodiversity loss

Perhaps the category in which losses from climate change
could be among the largest, yet where past research has been
the most limited, is that of ecosystem impacts. Uncertainties
arise both because of the unknown character of ecosystem im-
pacts, and becausce of the difficulty of assessing these impacts
from a socioeconomic point of view and translating them into
welfare costs. Existing figures are all rather speculative. There
is a serious need for conceptual and quantitative work in this
area. -

The U.S. EPA (1989) has noted in general terms the risk of
increascd species extinction from climate change, because of
changes in habitat, predator/prey relationships. and physio-
logical changes. It cites the poleward migration of forests as a
Mmajor reason to expect stress on species, especially in view of
natural and manmade barriers to species migration. Another
category of likely species loss is that of coral reefs, as sug-
gested by recent instances of coral death from EI Nifo warm-
ing (Glynn and de Weerdt, 1991).

Economists identify three types of value: direct and indi-
rect use value (¢.g.. plant inputs into medicine and the role of
mangrove forests in coastal protection): option value (pre-
serving a species to retain the possibility that 1t may be of eco-
nomic usc in the tuture): and existence value (e.g.. the value
of knowing that there still are blue whales). Table 6.2 (based
on Pearce. [993) summarizes the results of “contingent valua-
tion” sample survey estimates of what the public would be
willing to pav to preserve an endangered animal species. Av-
erage values range from $1 to $1I8 per person per vear for
preservation of an individual species. with a maximum of $40
to $64 obtained tor humpback whales. The willingness to pay
figure tor the preservation of entire habitats is somewhat
higher, with a range of $9 to S107 per person and year.

The economic value of plants s dominated by their poten-

tial signiticance tor medicinal purposes. Pearce (1993) notes
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Tuble 6.2. Preference valuation for endangered species and
prized habitats

Value
Country Species or Habitat (1990%/year/person)
Norway Brown bear, wolf,
and wolverine 15.0
Conservation of rivers
against hydroelectric
development 59.0-107.0
United States  Bald eagle 12.4
Emerald shiner 4.5
Grizzly bear 18.5
Bighorn sheep 8.6
Whooping crane 1.2
Blue whale 9.3
Bottlenose dolphin 7.0
California sea otter 8.1
Northern elephant seal 8.1
Humpback whale¢ 4048
(without information)
49-64
(with information)
Grand Canyon
(visibility) 27.0
Colorado wilderness 9.3-21.2
Australia Nadgee Nature Reserve
(NSW) 28.1
Kakadu Conservation 40.0 (minor damages)
Zone (NT)* 93.0 (major damages)
UK Nature reserves® 40.0

“Respondents divided into two groups, one of which was given video
information.

"Two scenarios of mining development damage were given to re-
spondents,

‘Survey of informed individuals only.

Note: People’s willingness to pay (WTP) to preserve all listed
species is not necessarily identical to the sum of individual WTPe.-
timates, because of the so-called “embedding effect™ (WTP estimates
clicited in surveys depend on the “bundle of goods™ presented to the
interviewee; see Mitchell and Carson, 1989).

Source: Pearce (1993).

that in the U.S. about 40 plant species accounted for plant-
based prescription sales of some $15-20 billion per year dur
ing the 1980s (at 1990 prices). This would imply an cconomic
value of at least $300 million per successful species and veu
The figure could rise up to several billion dollars if value
were calculated using statistical life valuation on the basisof
deaths avoided. These are averages. and some species ar
clearly more valuable than others. Nevertheless. the figure
can provide some indication of the lost pharmaccutical vilu
from disappearing species. Some 60.000 plant species are ev-
pected to become extinct over the next fifty years. Given the
the probability of a plant species yielding a successful drugi
between 1:10.000 and 1:1.000. between 6 and 60 plant species
with potential drug value could thereby be lost. With a mean
loss of 30 such species. and applying the price range ju
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noted, Pearce (1993) calculates that the annual losses for the
U.S. could amount to between $8.8 billion and $180 billion
{assuming there are no synthetic substitutes). By implication,
if climate change were to increase these expected losses by
just 10%, loss of plant species alone could cause annual U.S.
losses from climate change in the order of $1 billion to $18
billion in gross value terms (or less, once production costs are
allowed for).

Monetary estimates of ecosystem damages through climate
change are invariably ad hoc. Fankhauser (1995) cites the
Pearce (1993) survey (see Table 6.2) to arrive at a willing-
ness-to-pay estimate of $30 per person per year to avoid
species and habitat loss from climate change. Total costs
amount to about $40 billion annually for the world as a whole,
with about one-third occurring in developing countries. Cline
(1992a) arrives at an estimate of about $4 billion annually as a
notional value of species loss from benchmark global warm-
ing for the U.S., but suggests that the figure could as easily be
an order of magnitude higher ($40 billion). The estimate is
based on an extrapolation of observed U.S. public expendi-
tures for the preservation of one particular species (the spotted
owl).

6.2.14 Extreme weather events

Along with changes in the mean climate, there will most
likely also be changes in the extremes. Changes in the ex-
treme values of meteorological variables are not necessarily
proportional to changes in the mean (IPCC, 1996b). Also, ex-
tremes are of more importance in studying the socioeconomic
impacts of climate change. Most societies, in accommodating
to the environment they live in, have developed strategies to
cope with only a limited range of climatic events. Within this
range, the “normal” variability is regarded as a resource,
whereas the extremes constitute hazards (Heathcote, 1985).
All kinds of adaptation mechanisms. such as dikes. shelters.
and insurance, exist to deal with these extremes. However,
adaptation requires investment (capital, time, skills) and is.
therefore, limited.

Measures to adapt to natural hazards comprise a mix of
physical, economic, and societal features. At the physical
level, these include building design and protective structures
such as dikes. At the economic level, personal savings and in-
surance help to cover the cost of damage. At the socictal level,
there are social safety nets, charity. and the government. Dif-
ferent adaptation mechanisms exhibit different degrees of
flexibility: An insurance policy is valid for one year: an aver-
age Dutch dike has a lifetime of about two centuries. Flexi-
bility to adapt is enhanced through constant changes in pop-
ulation and industrialization. as well as through changes in the
legal, economic. financial. and social systems (Berz and Con-
rad. 1993; see also Section 6.2.6). In addition. climate itself
constantly changes.

It is clear from the above that the qualification “extreme
event” or “disaster” is a social construct. Such constructs are
hard (o measure. and the difficulty is increased by continuous
change in the mechanisms for coping with natural disasters.
Also, although the direct impacts of natural disasters may
be harmful. indirect impacts are hardly measurable on a
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macroscale (Albala-Bertrand. 1993). and the event might set
in motion a chain of beneficial changes, compensating for the
initial losses. Finally, a disaster is not only local in a social
and temporal sense but also in a spatial sense. The current
generation of GCMs is not capable of reproducing present ex-
tremes very well, certainly not without spatial filtering, nor
is it capable of deriving changes in extremes due to the en-
hanced greenhouse effect (IPCC, 1996b).

Little systematic rescarch into the impact of changes in ex-
treme weather events has been carried out. The natural disas-
ter impact community. structured by the United Nations’
International Decade for Natural Disaster Reduction, mainly
studies present risks, although it is aware of the enhanced
greenhouse effect (Olsthoorn ef al., 1994). The climatic change
impact community focusses on changes in the mean, although
attention is increasingly paid to extremes. So far, most atten-
tion has been paid to tropical cyclones. changes in which ap-
pear to be one of the most controversial questions of climate
change research.

Tropical cyclones. The impact of climate change on tropi-
cal storms is still unclear. Hansen et al. (1989) concluded
that climate change would bring “increased intensity” of
“both ordinary thunderstorms and mesoscale tropical storms.”
Wendland (1977) has provided empirical support for the
relationship of hurricanes to occan surface temperatures.
From monthly data for 1971-81, the frequency of hurricanes
is closely related to the size of ocean area with temperature
over 26.8°C. and the relationship is exponential. Similarly.
Emanuel (1987) argues that tropical cyclones are “particularly
sensitive to sea surface temperature.” and expects a 40-50%
increase in the destructive potential of hurricanes under
2xCO,. Houghton (1994) estimates an increase in both the
frequency and severity of tropical and other storms. Haarsma
et al. (1993), Ryan et al. (1992). and others come to similar
conclusions.

Other results, on the other hand. give a less clear-cut pic-
ture (see, e.g.. Broccoli and Manabe, 1990; Maunder, 1994;
Raper. 1993: Lighthill er «f., 1994). 1dso et al. (1990), for ex-
ample, argue that tropical sea surface temperatures would in-
crease very little with global warming, whereas the tropical
tropopause could become more stable, leading to less intense
cyclones. Bengtsson er al. (1995). using a transient ocean-
atmosphere GCM. find a decrease in tropical cyclone num-
bers under enhanced greenhouse conditions. IPCC (1990a)
judges that the impact of climate change on storm intensity is
“ambiguous.”

The available economic estimates. based on earlier clima-
tological findings. tend to include increased hurricane damage
as part of the damage to be expected from climate change (see
Tables 6.4 to 6.6). Thus. Cline (1992a) reviews past hurricane
damage for the U.S. and applies the 50% increase implied by
Emanuel to estimate that benchmark warming would impose
average annual damages of $750 million.

In an average year about 70 to 80 tropical cyclones arc
recorded worldwide, causing damages of about $1.5 billion,
with a death toll of 15,000 to 23000 lives (Smith, 1992;
Bryant. 1991). The occurrence of tropical cyclones 1s distrib-
uted unevenly over the globe. Northern regions like the former
Sovict Union and Europe. for example. are only marginally
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Table 6.3. Reported fatalities due to weather events, 1989-1992

Total Number

Region 1989 1990 1991 1992 Average
Africa 31 138 > 621 > 360 >288
>69¢ >215¢
Asia >4,300 >3,280 >142,000 >7,766 >39,337
>3,0000 >2,766¢ >3,3376
South America >35 26 >117 108 >72
Central and North
America >75 > 57 >86 >131 >87
Southwest
Pacific 17 804 6,640 90 1,888
296 302¢
Europe >52 >129 >65 >424 >161
Total:
All events >4,483 >4,434 >149,529 >8,879 >41,831
Excluding major
disasters >4,483 >4,434 >4,185 >3,588 >4,173

“Excluding the Madagascar 1992 drought and famine.
PExcluding the Bangladesh 1991 and Pakistan 1992 floods.
‘Excluding the Philippines 1991 storm.

affected. Based on the natural hazard map of Berz (1990),
Fankhauser (1995) has estimated that the U.S. is affected by
7% of all tropical cyclones. while another 7% occur in China,
and 29% in OECD nations other than the U.S. (Australia,
Japan, New Zealand). Combining this distributional pat-
tern with the Smith and Bryant figures and the Emanuel
estimate, Fankhauscer (1995) arrives at an additional 8,000
cyclone casualtics, practically all in developing countries. Us-
ing the same value-of-life estimates as for health dam-
ages, and adding in $630 million additional property damages,
total worldwide hurricane damage amounts to about $2.7 bil-
lion.

These average figures are overshadowed. however, by the
disastrous consequences of individual events, with poorer
countries, especially small islands, being particularly vulner-
able (sec Box 6.3). In 1970 a cyclone caused more than
500,000 deaths in what is now Bangladesh. In 1985 a similar
disaster in the same region killed another 100.000 people
(Bryant, 1991). The $2.7 billion figure may therefore underes-
timate the truc costs.

Extratropical storms. Dlugolecki er al. (1994 see also Mu-
nich Re. 1993) report that worldwide losses due to major
windstorm cvents have averaged $2.0. $2.9. and $3.4 billion
(1990 prices) for the decades of the 1960s, 1970s. and 1980s
respectively. For 1990-92 this figure has risen to $20.2 bil-
Hon. The larger part of these damages is due to tropical cy-
clones, however. The 1990 storms in Europe (Daria. Herta.
Vivian, and Wicbke) resulted in a total loss of DM 25.3 billion
(Munich Re. 1993). However. although storm damages have
clearly increased over the last decades, it is not clear how
much of this rise 1s attributable to climate change. The results
of Changnon and Changnon (1992) and CATMAP (Clark,
1988 199 1) indicate that most of it is probably due to socioe-
conomic developments.

Source: Limbert (1993).

River floods. Little information is currently available re-
garding the socioeconomic impact of changes in the fre-
quency and intensity of river floods (see Arnell and Dubourg,
1994).

Droughts. The impact of drought on agriculture has al-
ready been treated in Section 6.2.1. As an alternative way to
estimate agricultural damage, Cline (1992a) reports an annual
loss imposed on U.S. agriculture by increased drought of $18
billion/year. Water supply in general is dealt with in Section
6.2.4. The effect of decreased water runoff is partly dealt with
in the section on water pollution (6.2.10). A further impact of
drought is land subsidence. The 1975-76 drought in England
and Wales, for example, led to a cost of £100 million to the in-
surance industry (Doornkamp, 1993). By 1979 the costs had
amounted to £220 million. Finally, drought has implications
for hydropower productivity. The 1987-91 drought in Culifor
nia cost an estimated $3 billion (Gleick and Nash, 1991},
Dracup et al. (1993) report a potential loss in Northern Cali-
fornian hydroelectricity of 40%, or $370 million per year. for
their drought scenario. Nash and Gleick (1993) highlighi the
high sensitivity of hydropower production to changes in
runoft.

Hot and cold spells. The impacts of hot and cold weuther
spells on health and human amenity were treated in Sections
6.2.8 and 6.2.12 above.

Total losses. Table 6.3 (after Limbert. 1993) provides totl
fatalities attributed to weather events between 1989 and "9v:
as reported for the six WMO regions. The average number of
lives lost to natural hazards is more than 4.000 per year, with
the highest proportion occurring in Asia. This is likely to be
an underestimate. because some major events are not in-
cluded. As already mentioned in Section 6.2.6. losses due
natural hazards have increased dramatically over the pa
decade. Whether anthropogenic climate change has con-
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Table 6.4. Monetized 2xCO, damage to present U.S. economy
(base year 1990; billion $ of annual damage)

Cline Fankhauser Nordhaus Titus Tol
Damage Category  (2.5°C) (2.5°C) (3°C) “4°C) (2.5°C)?
Agriculture 17.5 8.4 1.1 1.2 10.0
Forest loss 3.3 0.7 small 43.6 —
Species loss 4.0 +a“ 8.4 ¢ — 5.0
Sea level rise 7.0 9.0 12.2 5.7 8.5
Electricity 11.2 7.9 1.1 5.6 —
Non-clec. heating -1.3 — — —
Human amenity +be — } — 12.0 |
Human morbidity +c° — | — —
Human life 5.8 11.4 l 94 374
Migration 0.5 0.6 : — 1.0
Hurricanes 0.8 0.2 ’ — 0.3
Construction +d° — } — —_
Leisure activities 1.7 — I}d _— —
Water supply |
Availability 7.0 15.6 | 11.4 —
Pollution — — } 32.6 —
Urban infrastructure 0.1 —_ ’ — —
Air pollution |
Trop. O, 35 73 I 27.2 —
Other +e°¢ — ’ — —
Mobile air cond. — — I 2.5 —
I
J
Total 61.1 69.5 55.5 139.2 74.2
+a+b+cxtd+ec
(% of GDP) (1.1) (1.3) (1.0) 2.5) (1.5)

“Transformed to 1990 base.

#U.S. and Canada, base year 1988.

“Costs that have been identified but not estimated.
“Not assessed categories, estimated at 0.75% of GDP.

Note: Figures represent best guesses of the respective authors. Although none of the studies reports
explicit confidence intervals, figures should be seen as reflecting orders of magnitude only.
Sources: Cline (1992a), Fankhauser (1995), Nordhaus (1991), Titus (1992), Tol (1995).

tributed to this death toll and, if so, to what extent, is, how-
ever, unclear. The strong trends in losses allow us to display
only short-term averages.

6.2.15 Summary of damage estimates

Tables 6.4 to 6.6 summarize the principal existing estimates
of climate change damage for major regions of the world. In
the U.S., losses from benchmark 2xCO, equivalent warming

reach over 1% of GDP in the Cline, Fankhauser, and Tol com-
pilations, and some 2.5% of GDP in the central Titus esti-
mates. Titus specifies a lower and upper end of his range of
estimates, at 0.8% and 5.4% of GDP, respectively. It should
also be noted that the Titus estimates are based on GCMs with
average warming projections of about 4°C. higher than the
[PCC’s best guess of 2.5°C. Estimates for other OECD coun-
tries are mostly of the same order of magnitude of 1-2% of
GDP (see Table 6.6).
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Table 6.5. 2xCO, damage in physical units: different world regions (2.5°C warming)

Climate Change 1995 — Economic and Social Dimensions of Climare Chan:

Type of Ex- Non-
Damage Damage Indicator EU USA USSR China OECD OECD World
Agriculiture Welfare loss (% GNP) 021 0.16 024 210 0.28 0.17 0.23
Forestry Forest area lost (km?) 52 282 908 121 334 901 1,235
Fishery Reduced catch (1,000 t) 558 452 814 464 4,326 2,503 6,829
Energy Rise in electricity demand
(TWh) 542 920 54.6 17.1 142.7 211.2 353.9

Water Reduced water availability (km?) 153 327 247 322 168.5 62.2 230.7
Coastal

protection Annual capital costs (m$/yr) 133 176 51 24 514 493 1,007
Dryland loss Arealost (1,000 km?) 1.6 10.7 239 0 99.5 40.4 139.9
Wetland loss Area lost (1,000 km?) 9.9 1.1 9.8 11.9 219.1 339 253.0
Ecosystem loss Number of protected habitats lost,

assuming 2% loss (Section 3.2.12) 16 8 N/A 4 53 53 106

Health/mortality  Number of deaths (1,000) 8.8 6.6 7.7 294 114.8 22.9 137.7
Air pollution Equivalent increase in emissions

Trop. O, (1,000 t NO,) 566 1,073 1,584 227 2,602 1,943 4,545

SO, (1,000 t sulphur) 285 422 1,100 258 1,864 873 2,737
Migration Additional immigrants (1,000) 229 100 153 583 2,279 455 2,734
Hurricanes

Casualties Number of deaths 0 72 44 779 7,687 313 8,000

Damages m$ 0 115 1 13 124 506 630

Source: after Fankhauser (1995).

Less comprehensive estimates by Nordhaus (1991), again
for the U.S., arrive at a direct calculation of only 0.26% of
GDP, primarily from sea level rise; but Nordhaus also sets 1%
of GDP as a reasonable central estimate. The CRU/ERL
(1992) estimates for the European Union, on the other hand,
are significantly higher, with costs in the order of 1.6% of na-
tional income per degree of warming. The principal reason for
this is a very high assessment of sca level rise damages, aug-
mented by a factor of 2.7 to account for storm surges. On the
other hand. their assessment of non-sea level rise impacts is
less pessimistic, with an overall beneficial outcome in these
categorics.

However, these damage figures are likely to deviate from
the “truc” impacts, for three main reasons. First, several ef-
fects are not adequately quantified (e.g.. nontropical storms,
droughts, floods. morbidity. transport). Second. adaptation is
not fully taken into account. Third. the tfigures are far from ex-
act, and one should allow for a considerable margin of error.
Many arc deliberately kept conservative. Species loss valua-
tion in particular could be tar higher. The economic figures
presented also suffer from the fact that they are based on ear-
lier climate and impact rescarch.

It should also be emphasized that the estimates in Tables
6.4 to 6.6 refer to central warming expectations. The corre-
sponding damages for upper-bound warming would be higher,
and more than lincarly so. Also. when moving trom the ques-
ton of damage estimation to that of abatement benefits, a
number of benetits not related to climate change need to be
taken into account (see Section 6.7).

Regional diftferences can be substantial, as exemplified by

the estimates for developing regions and the former USSR
(see also Section 6.5). For the former Soviet Union, damag
could be significantly below average, or even negative (i..
climate change would be beneficial). A generally beneficil
impact, as, for example, estimated by Tol (1995). mainly
stems from large beneficial impacts in the agricultural scctor
In the Fankhauser study, on the other hand. possible beneticiil
yield impacts are more than offset by the adverse impactof in-
creased world prices on food imports. The region will also
suffer from particularly high health and air pollution costs.
The extremely high estimate for the Asian regions and Arrica.
on the other hand, are predominantly due to the severe
life/morbidity impacts. As explained above, both the quantitative
assessment and the underlying value-of-statistical-life estimates
are very volatile, and the probability range of total damage is
particularly wide for these regions.

Damage is likely to be more severe in developing countries
than in developed countries, as is shown in Table 6.6 and div
cussed in Box 6.3. Table 6.6 reports damages for the non
OECD region of about 1.6-2.7% of GDP. some 50% higher
than the OECD average. The main causes for this high e
mate are health impacts and the high proportion of nawr
habitats and wetlands found in developing countries, Al
though the data for the non-OECD estimates are significanty
weaker. they provide a clear indication that climate chung
will have its worst impacts in the developing world.

In general. the estimates in Tables 6.4 to 6.6 show a rele
tively narrow band for central damage calculations for the
U.S. and for developed countrics in general. It is importante
recognize, however, that this field of estimates is probably b
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Table 6.6. Monetized 2xCO, damage in different world
regions (annual damages)

Fankhauser (1995) Tol (1995)

Region bn$ %GDP« bn$ %GDP+
European Union  63.6 1.4
United States 61.0 1.3
Other OECD 55.9 14
OECD America 74.2 1.5
OECD Europe 56.5 1.3
OECD Pacific 59.0 2.8
Total OECD 180.5 1.3 189.5 1.6
E. Europe/

former USSR 18.2¢ 0.7¢ -7.9 -0.3
Centrally

planned Asia 16.7¢ 4.7 18.0 52
South and

Southeast Asia 53.5 8.6
Africa 30.3 8.7
Latin America 31.0 4.3
Middle East 1.3 4.1
Total non-OECD 89.1 1.6 126.2 2.7
World¢ 269.6 1.4 315.7 1.9

“Note that the GDP base may differ between the studies.

"Former Soviet Union only.

‘China only.

“Percentage of GDP figures are based on market exchange rate GDP.
The order of magnitude of estimates does not change if uncorrected
damage categories are purchasing-power-parity adjusted and ex-
pressed as a fraction of PPP-corrected GDP.

Sources: As shown.

ased towards convergence. The reason is that, with the excep-
tion of CRU/ERL (1992), the underlying sources of many of
the estimates are the same, particularly U.S. EPA (1989). The
convergence tends to become extrapolated to other regions,
t00, considering that several of the international estimates in
Fankhauser (1995) and Tol (1995) are obtained by extrapola-
tion of the U.S. estimates. The similarity of the estimates
should therefore not be interpreted as evidence of their robust-
ness. A substantial degree of uncertainty remains. Neverthe-
less, the relative ranking of regions appears to be reasonably
robust, with the most severe impacts to be expected in Asia
and Africa, and northern and developed regions suffering less.

The worldwide estimates of Table 6.6 are expressed as the
total sum of regional damages relative to the global sum of
GDP. As discussed in Box 6.2. this is one of many possible
ways to calculate global damages from regional or individual
estimates. It can also be argucd on equity grounds that there
should be greater weights placed on impacts for low income
countries than would result from simply applying their shares
in the global income base.

It is useful to consider the results of an opinion survey of
nineteen climate change experts from both the physical sci-
ences and economics (Nordhaus. 1994a: see Table 6.7). For a
3'C actual warming by 2090 (scenario A). estimated global
damages ranged from zero to 219 of gross world product.
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with a mean value of 3.6%. For a more rapid and severe
warming (scenario C) the mean increases to 10.4% of GDP.
Diverging from the estimates of Table 6.4, virtually all the re-
spondents judged that more than half of the damages would
occur in the market scctors (such as agriculture) rather than in
sectors outside the standard system of national accounts (bio-
diversity, amenity).

6.3 Damage Estimates for L.onger-Term Warming

The benchmark of a doubling ol the atmospheric CO,-equivalent
concentration could be reached around the middle of the next
century. Yet it is unlikely that greenhouse gas emissions and at-
mospheric buildup would stop at that point. A long-term view
on climate change impacts is therefore important, even though
the need for socioeconomic forecasts over more than a century
makes this task extremely problematic (see also Section 6.2).

Sundquist (1990) has cstimated that there are sufficient
fossil fuel reserves to permit emissions of carbon dioxide to
rise to the point where its atmospheric concentration might
reach 1,600 ppm by the year 2200. After that, the exhaustion
of reserves would reduce emissions and allow concentrations
to plateau through the year 2300 and then moderate back to
about 1,200 ppm over a 400-year period as a consequence of
deep-ocean mixing. With preindustrial cencentrations of 280
ppm, this scenario amounts to a potential rise of nearly sixfold
in carbon dioxide concentrations alone. Cline (1992a) uses
a 300-year time horizon to investigate the very long-term
impacts of climate change. On the basis of fossil fuel (pri-
marily coal) reserves estimated by Edmonds and Reilly
(1985), he concludes that as much as 14,000 Gt of car-
bon (GtC) could be available for use at reasonable economic
cost. He applies three leading energy-carbon models (Reilly er
al., 1987; Nordhaus and Yohe, 1983; Manne and Richels.
1992) that project carbon emissions until the year 2100, and
extrapolates their growth rates through to 2275. Average
emissions rise from 7 GIC today to 20 GtC by 2100 and 56
GtC by 2275.

Under the assumption that atmospheric retention remains
at its recent 50% level. Cline estimates carbon concentrations
on the order of 2,200 ppm by 2275, or about eight times pre-
industrial levels. The corresponding increase in radiative fore-
ing would reach about 13 Wm"* from carbon alone, or some
19 Wm from all greenhouse gases. With the central IPCC
climate sensitivity of 2.5°C for 4 Wm™, the resulting mean
warming would be almost [2°C. On this basis, Cline (1992a)
sets 10°C (the lowest range from the three emission models)
as a tentative benchmark for ultimate warming over a 300-
year period.

Warming of this magnttude would take the earth back to
the climate of the mid-Cretaceous period 100 million years
ago. when mean temperatures were an estimated 6-12°C
higher than today (Hoffert and Covey. 1992). If the upper-
bound climate sensitivity of 4.5°C is applied instead, very
long-term warming could reach approximately 18°C. The cor-
responding lower-bound estimate would be 6°C if the climate
sensitivity were 1.5°C.

Recent simulations using the GFDL (Geophysical Fluid
Dynamics Laboratory) general circulation model at Princeton
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BOX 6.2: DAMAGE AGGREGATION ACROSS COUNTRIES AND INDIVIDUALS

Cost-benefit analysis assumes that the moncetary values of damage can be aggregated across (a) individuals and (b) coun-
tries. This aggregation process raises an important problem of so-called interpersonal comparisons of utility, where utility is
simply another word for “welfure™ or “well-being.” Basically, introspection allows any one individual to assess his or her
own preferences, but perhaps not others” preferences. Each individual knows by how much he or she is better off in situation
X compared 1o situation Y, but he or she cannot assess how this change compares to the extent to which someone else is bet-
ter off for the same change of situation. This inability to assess other minds produces the theorem that it is impossible to -
make comparisons of well-being between individuals and hence, by extension, between countries. There are, therefore. end-
less numbers of ways in which individuals™ assessments of their own well-being can be aggregated to yield a measure of so-
cial welfare change.

Mecasuring social welfare change requires interpersonal welfare comparisons, comparisons that require ethical judgments
about individuals® preferences. Such judgments could include one to the effect that preference measures should not be un-
duly influenced by income differences. In this case, the individual measures of preference — willingness to pay — could be
weighted so as to reflect the preference of someone with an average income. One way to proceed is to indicate the outcomes
of the cost-benefit analysis according to differing value judgments about the weights attached to preferences ~ a kind of
*value sensitivity analysis.” Thus, whether a change in the state of the world raises or lowers social welfare depends on the
impacts on individual welfare as well as on normative criteria for making interpersonal welfare comparisons. Measures of -
social welfure change are, thercfore, not objective but normative. See Chapter 3 for a more extensive discussion of ethical |
issues in relation to the enhanced greenhouse ceffect.

The equation below provides an example of “equity-corrected™ aggregation: Total damage D is the weighted sum of indi- :
vidual damage d,; the weights are some power E of the ratio of the reference income Y to the individual income Y. (Both in-
come terms are purchasing-power-parity corrected.)

D= dp(le)r
' Y !

i |
i

In the literature, £ is usually either the income elasticity of demand or the elasticity of the marginal utility of income. ‘
Other ways of determining equity weights could also be used. ‘
There is also the question of what per capita income figure to use. The obvious choices are those based on purchasing .
power parity and exchange rate. For low income countries, the former tend to be about three to five times as high as the la- -
ter, whercas the two are approximately equal for rich countries. i
Consideration of welfare-weighted impacts helps show how extreme effects for some countries might count for relatively }
more than minor cffects summed over a larger block of countries (e.g., welfare effects for an island state expected to be in-

undated might be larger than would be attributed solely on the basis of its income or even population).

University tend to conlirm this range of 6-18°C for baseline
warming in the long term. Manabe and Stoutfer (1993) exam-
ine the cffects of a quadrupling of preindustrial carbon diox-
ide equivalent, a concentration that would be achieved 140
years from now as a result of a 1% annual increase in CO,-
equivalent concentration, consistent with the IPCC “business-
as-usual” scenario. The resulting equilibrinm mean surface air
temperature increase reaches 7°C. whereas the actual transient
warming is 5°C. Manabe and Stouffer do not argue that at-
mospheric concentrations will, in fact. stop rising after 140
years. Instead. their interest is in examining the consequences
of this specified century-scale scenario. They find that sea
level rise from thermal expansion alone reaches 1.8 m by the
500th year, and would presumably be much greater if the
melting of ice sheets were taken into account. Similarly,
Wigley (1995) finds that a sea level rise in the order of 2-3 m
could occur up to 500 years after greenhouse gas concentra-
tions had been stabilized.

After first conducting an cconomic analysis of climate
change using comparative static techniques with carbon diox-
ide doubling as the benchmark. Nordhaus (19910 1993a. b
1994b) has also adopted a centuries-scale horizon for his dy-

namic model DICE. However, Nordhaus’s baseline involves
warming of only 5.5°C by 2275, because of lower emission
(31 GtC by 2275) and lower atmospheric retention. Lower
emissions stem from lower growth expectations. as Nord:
haus’s model assumes a progressive slowdown in technologi-
cal change that has the effect of limiting growth. Globl
product by the year 2275 is only 7 times today"s output in the
DICE baseline but 26 times in Cline (1992b), suggesting thi
diverging cconomic assumptions may be even more importan
than different assumptions about the scientific parameters for
such long-term analysis.

If 10°C is used as a guideline to potential warming over:
300-year horizon (or much sooner if the upper end of the cli
mate sensitivity range proves valid), the corresponding ece-
nomic damages could be very large. The central reason i that
in many categories. damage is likely to rise nonlinearlv wit
warming. As one example, Yohe (1993) finds that. at interme-
diate sea level rise. a doubling of the rise causes damages v
rise about 2%-fold, and above 60 cm, a doubling of the riv
causes a tripling of damage.

It seems likely that the damages of high. very long-ter
warming would be especially pronounced in the nonmarke:
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BOX 6.3: RELATIVE DAMAGE IN DEVELOPING AND INDUSTRIAL COUNTRIES

Various factors influence climate change damage (as a fraction of GDP) in less developed countries (LDCs) as opposed to
industrial or developed countries (DCs).

Location. In general, warming is expected to be greater at higher latitudes. Because LDCs tend to be located closer to
the equator, one would expect them to be /ess affected than industrial countries.

Economic structure. On the other hand, LDCs have a much higher share of GDP in agriculture and, therefore, a larger
share of output directly exposed to climatic influences. Consequently, one would expect a greater impact on LDCs
than on DCs from this standpoint.

Coastal vulnerability. Coastal vulnerability to sea level risc and the possibility of an increase in tropical cyclone dam-
age are probably greater in LDCs than DCs. Although vulnerable areas can be found in industrial countries (for ex-
ample, Louisiana in the U.S.), vulnerability is particularly high for such LDCs as Bangladesh, Egypt, and China.
Low-lying island states tend to be LDCs. Of 50 countries or territories identified as having shore protection costs
above 0.5% of GDP annually as a consequence of a 1-m rise in sea level, all but one (New Zealand) are LDCs (IPCC,
1990b).

Rigidities. Capacity to adapt to climate change may be more limited in developing countries. Adaptation requires an
investment outlay, and low income communities tend to have lower savings rates and less flexibility to undertake
these investments. Thus, Rosenzwetg et al. (1993) identify greater relative damage to agriculture in LDCs, partly be-
cause crops are already grown nearer to heat tolerance limits but also because of lesser expected capacity to adapt than
in DCs. A possible consideration in the other direction is that the economy that is growing more rapidly has a lower
fraction of past fixed investment in its total capital stock, and can thus make an easier adjustment.

Human life. Because of poorer nutrition and health infrastructure, proportionate loss of life from climate change (e.g.,
from heat waves, increased hunger risk, and a possible increase in tropical storm damage) seems likely to be greater in
LDCs than in DCs.

Valuation. Monetary damage estimates are based on people’s willingness to pay and thus vary according to people’s
income. People’s appreciation for nonmarket goods like ecosystems. for example. is often assumed to rise more than
proportionately with income. That is, a given ecosystem’s loss affects the welfare of rich people more than that of poor
people. However, in many damage estimates, willingness to pay was assumed to be a constant fraction of income. In-

come differences do not then affect impacts expressed as a fraction of GDP in those estimates.

sectors. Human amenity could face major losses, even after
accounting for adaptation. For example, in the event of a
10°C global mean warming, Cline (1992a) estimates that
among 66 major U.S. cities the number with average daily
temperatures exceeding 90°F in July would rise from 18 at
present to 62. Sea level rise in the order of 2-3 m (Wigley.
1993) could lead to a loss of cultural heritage and national
sovereignty in small island states and multiply the stream of
climate refugees.

Attempts to quantify long-term damage are rare and highly
speculative. Most often, long-term damage estimates are sim-
ple extrapolations of the 2xCO, equilibrium case, using dif-
ferent assumptions about the degree of nonlinearity in the
damage-temperature relationship. Cline (1992a) uses a rela-
tively modest degree of nonlinearity for most effects. with an
overall damage function exponent of 1.3. Nordhaus (1993a, b)
applies a quadratic damage function in his main scenario,
whereas Peck and Teisberg (1992} consider several specifica-
tions. including quadratic and cubic functions. Table 6.8 re-
ports the central estimates in Cline (1992a) for U.S. damage
from 10°C warming. Against the present economic scale, they
amount to $335 billion annually. or 6% of GDP. However, the
figure is only illustrative.

Assuming a quadratic temperature-damage relationship.
US. damage from 10 C warming would amount 10 over 17%

of GDP. If more allowance is made for such categories as
species loss, the central range could rise to 2% of GDP for
2xCO, at 2.5°C and 12% of GDP at 10°C. With upper-bound
warming, the very long-term damage reaches 20% of GDP. In
the long-term scenario in the Nordhaus (1994a) poll of ex-
perts, respondents predicted a mean damage of 6.7% of GDP
for 6°C warming by 2175. Answers ranged from negligible
damages to 35% of GDP (see Table 6.7).

In addition, warming on this scale could trigger some of
the catastrophic (low probability/high impact) results some-
times mentioned. These are treated in the following section.

6.4 Climate Catastrophes and Surprises

The discussion so far has focussed on the impact of the best-
guess climate change and some reasonable upper and lower
bounds in the next century (Section 6.2) and in the longer
term (Section 6.3). This section makes some statements on the
impact if all the climatic dice roll the wrong way, that is, if the
enhanced greenhouse effect leads to rather unlikely but possi-
ble changes. Where some information on the physical mecha-
nisms is available. these changes are referred to as climate
catastrophes: where the mechanisms are unknown. they are
referred to as surprises. Also. the impact of benchmark cli-
mate change could be far more dramatic than best-guess esti-
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Table 6.7. Expert opinion on climate change damage Table 6.8. Illustrative damages from long-term climate
change, present U.S. economy (base year 1990; billion § of
Scenario A Scenario B Scenario C annual damage)
3°C Warming 6°C Warming 6°C Warming
by 2090 by 2175 by 2090 Damage Category Long-Term Warming (10°C)
Damage Agriculture 95.0
relative to Forest loss 7.0
world GDP Species loss 16.0 + at
(% of GDP) ,
Sea level rise 35.0
Mean answer 3.6 6.7 10.4 Electrici
Median answer 1.9 4.1 55 Y 64.1
Range of onelectric heating -4.0
answers 0.0-21.0 0.0-35.0 0.8-62.0 Human amenity +bt
Probability of l:{uman {nfo rbidity ;gT
damage > 25% uman fite 0
of GNP (%) Migration 2.8
Mean answer 4.8 12.1 17.5 Hurricanes 6.4
Median answer 0.5 3.0 5.0 Construction +dt
Range of Leisure activities 4.0
answers 0.0-30.0 0.2-75.0 0.3-95.0 Water supply
Availability 56.0
Source: Poll of experts, Nordhaus (1994a). Pollution _
Urban infrastructure 0.6
mates suggest. The second part of this section briefly dis- ~ Air pollution
cusses impact catastrophes and surprises. Tropospheric ozone 19.8
Most attention will be paid to the catastrophes, as surprises ~ Other +ef
are, by definition, unknown. Collard (1988) distinguishes be-  Total 335.7 +atb+cxd+e’
tween weakly and strongly catastrophic risks. The former cat- (% of GDP) 6.1

egory refers to the case in which the product of the likelihood
of an event multiplied by its consequences tends to zero as  "Costs that have been identified but not estimated.

events become more and more disastrous: in other words, the  Source: Cline (1992a).

probability of the event declines more rapidly than its impact

grows. A strongly catastrophic risk describes the converse sit-  melting of this ice sheet, which could be unstable, leading to
uation, where the severity of an event rises more rapidly than  an additional sea level rise of 5 to 6 m (Revelle, 1983) within
the probability of its occurrence declines. Which category  the next century, causing large land losses along coastlings

best applics to climate change risks is unclear (Tol. 1995). and inundating many low-lying islands (Schneider and Chen.
Three main types ol climate catastrophes are identified in - 1980).
the literature, all associated with strongly nonlinear responses Changes in ocean currents have regional and global im-

to changed forcing: (1) the runaway greenhouse effect, (2)  pacts. Potential changes in the thermohaline circulation and
disintegration of the West Antarctic Ice Sheet. and (3) strue-  Gulf Stream are discussed in Section 4.3.3 of Volume |. Re-
tural changes in ocean currents. These three categories have a - constructions of past climates (Dansgaard et al., 19389) and
small but unknown probability of occurrence. model experiments (Manabe and Stouffer, 1993) reveal tha

A “runaway” greenhouse ctffect refers to the scenario in the energy transport in the North Atlantic can be weakened,
which one or more of the positive feedbacks dominate the  start to fluctuate, or even stop completely, possibly as a resul
negative ones such that the climate changes much more and  of climate change. This would lead to a sharp drop in Eur-
much faster than the common consensus indicates. The main pean mean temperatures. In the 4xCO, experiment of Manabe
causes arc a rapid increase in natural emissions of greenhouse  and Stouffer (1993) circulation almost shuts down. suggest
gases (c.g.. through methane and carbon dioxide releases ing that under long-term warming without intervention this
from melting permafrost or methane clathrates). a shutdown  phenomenon may become the base case rather than a low-
of major greenhouse gas sinks (e.g.. through reduced plankton  probability event.

activity or the reduction of growth or dicback of forests). and Rapid climate change brings forward the impact of long-
changes in atmospheric chenistry. term warming (see Section 6.3). leaving less time to adapt and

A “runaway” greenhouse effect not only brings much  thereby increasing the impact enormously. Table 6.8 provide
larger and taster climate change. it also considerably enlarges  an illustration of the possible impacts of a 10°C increase i
the possibility of other catastrophes and surprises. The disin-  the global mean temperature (four times the temperaturs rix
tegration of the West Antarctic Ice Sheet refers to a rapid  associated with 2xCO,) and suggests that this might fead v
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about a sixfold increase in the costs compared to a 2.5°C rise.
This figure cannot readily be applied to a 10°C temperature
rise in the shorter term, though, since the estimates assume a
moderate level of adaptation, and adaptation will be much less
successful in the case of rapid climate change. Section 6.1.5
indicates the effectiveness of adaptation in preventing the
larger part of the losses due to sea level rise in the OECD and
mitigating agricultural losses at a moderate cost. This adapta-
tion cost is likely to be much higher for fast or sudden
changes, and some measures might be impossible to imple-
ment. The long-term figure stated above thus at best repre-
sents the lower bound of the actual costs of a catastrophe.

Unfortunately, it is largely beyond the ability of today’s
climate science to quantify catastrophic impacts or their likely
variation with climate change. Hence, only a few attempts
exist. In one example, Tol (1995) splits the damage costs of
climate change, inter alia, into those due to the rate of temper-
ature change and those due to the magnitude of temperature
change. The damage module of his model FUND yields tangi-
ble damages of 0.33%, 0.55%., and 1.09% of gross world
product for a 2.5°C warming in 2095, 2057, and 2031, respec-
tively. However, no figures for a more rapid temperature in-
crease are reported there. The ICAM2 model (Dowlatabadi
and Morgan, 1993) also considers the pace as well as the
amount of warming in the damage cost functions, but explic-
itly adds adaptation. A warming of 8°C at high latitudes and
2.8°C at low latitudes would lead to tangible losses of 6.0% of
GDP in the industrialized countries and 6.6% of GDP in the
less industrialized countries (Kandlikar, 1994).

Nordhaus’s (1994a) poll of experts provides the most di-
rect information: A doubling of the warming by 2090 from
¥C to 6°C almost triples the costs of climate change. The
probability of an impact catastrophe (i.e., damages greater
than 25% of GNP) could also be considerable. The average
probability stated in the survey varies between 4.8% and
17.5%, depending on the underlying warming scenario (see
Table 6.7). It is interesting that natural scientists were far
more pessimistic in their assessment than economists (see
also Section 6.2.15).

Even less is known about impact catastrophes than climate
catastrophes. The upper-bound damage in the Nordhaus
(1994a) survey is 20% of gross world product for a tempera-
tre rise of 3°C by the year 2090. Such a high loss could
be brought about by strong nonlinearities in the damage
due to climate change, for instance. through rapid deterioria-
tion of agriculture due to drought. floods. or pests; rapid loss
of species; rapid spread of vector-borne diseases; collapse of
the financial sector; large-scale migration: and armed con-
flict. The last two categorics are more likely. should either of
the other ones occur. Impact catastrophes are more likely to
occur on a regional scale. Their valuation therefore raises
questions of equity and damage aggregation (see Box 6.1).
Catastrophic impacts, even if limited to certain regions. may
be considered undesirable from an equity point of view. The
notion of possible catastrophes is particularly profound among
advocates of the sustainability approach and the precaution-
ary principle.
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6.5 Regional Implications of Climate Change

6.5.1 Regional damage estimates

Section 6.2 surveyed the available literature on comprehen-
sive damage estimates of climate change. These are heavily
biased towards the U.S. and, to a lesser extent, Europe, due to
the concentration of work on these arcas. This section looks at
case studies available for other regions. Focussing mostly on
agricultural impacts and sea level rise, regional studies predict
impacts ranging from slightly beneficial to truly catastrophic.
It is difficult to compare studies across regions, though, due to
different underlying assumptions in the GCMs used, the na-
ture of the model runs (transient or equilibrium), the models’
capabilities for simulating control conditions for the relevant
country (e.g., precipitation), and differences in assumptions
and scenarios between damage areas. Some scenarios include
assumed adaptation measures, others do not. Moreover, stud-
ies do not examine interlinkages between areas and thus are
not truly integrated assessments.

6.5.2 Japan

In terms of agriculture, research has focussed on the effects
of climate change and increased CO, on rice production
(Nishioka et «l., 1993). Laboratory experiments with in-
creased CO, concentrations (a rather high 700 ppm) produced
grain yield increases of 23-71%.

An increase in effective accumulated temperature in most
of the country (except parts of Hokkaido) would reduce the
vulnerability of rice to cool summer weather in the north of
Japan, perhaps stabilizing production. Rice-producing regions
may themselves be extended. Commercial rice cultivation in
Japan could shift northward by 200-500 km by the end of the
next century. In the north. 2xCO, conditions could open up
most of the land below 500 m elevation for rice cultivation.
Currently most cultivated areas are at elevations below 200 m.
In light of the altered climate predicted by the GISS model.
the transplanting date of rice would be advanced by 20-30
days and the maturing period would be reduced by 25-50
days. For spring wheat and winter wheat respectively, the
heading date would advance by 2-5 days and 30 days, and the
maturing period would reduce by 3-5 days and 3-6 days. For
forests, some replacement of the understory is expected due to
the inability of forests to migrate in the short term.

Japan’s economic activities are concentrated along the
coast. Major cities like Tokyo, Osaka. and Nagoya are all lo-
cated in the coastal zone. Together the three cities account for
more than 50% of Japan's industrial production. Already
about 860 km? of coastal land — an arca supporting 2 million
people and with physical assets worth 54 trillion yen ($450
billion) — is below mean high water level. For a I-mrise in sea
level. this area would expand by a fuctor of 2.7 to embrace 4.1
million people and assets worth 109 trillion yen ($908 bil-
lion). The same sea level rise would expand the flood-prone
area from 6.270 km? o 8.900 kim*. with an additional 3 million
people at risk (Nishioka et al., 1993). Coastal protection will
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be central to the country’s response strategy. The costs of ad-
justing existing protection measures have been estimated at
about $80 billion. However, extensive coastal protection
would put additional pressure on Japan’s remaining natural
shorelines (IPCC, 1992b).

6.5.3 Africa

Very little work has been done on impact assessment in
Africa. Magadza (1991) predicts reduced precipitation in the
rain forests of Zaire and Uganda under doubled CO, concen-
trations. On the basis of general relationships between pre-
cipitation and herbivores, Magadza predicts reductions in
populations of large herbivores, such as buffaloes and ele-
phants, as savannah productivity is reduced. Shallow lakes,
such as Lake Abiata in Ethiopia and Lake Turkana in Kenya,
and savannah wetlands are likely to be reduced, affecting res-
ident wildlife and bird migrations.

Ominde and Juma (1991) emphasize the greater vulnera-
bility of Atrica to climate change due to high agricultural de-
pendence and limited capacity for adaptation. For Egypt.
Rosenzweig et al. (1993) predict aggregate yield losses in the
order of 25-50% for 2xCO,. The implications of agricultural
damages on consumer welfare in Africa are expected to be
negative cven in the most optimistic scenarios (Reilly ef al.,
1994).

Sea level rise is predicted to affect some 20% of Egypt's
35,000 km? of arable land. A 1-m rise in sea level could de-
stroy up to 25% of the Nile Delta’s agricultural land and dis-
place about 8 million people. Cotton and rice would be the
main crops affected (El-Raey. 1990). Awosika et al. (1990) es-
timate that sea level rise would greatly exacerbate existing
erosion at Lagos Beach in Nigeria, and even a modest rise will
affect mangroves and wetlands that support timber and fish-
ing industrics. In the absence of protection, a I-m rise in sea
level could flood over 18.000 km” of Nigeria's land. damag-
ing asscts currently worth at least $18 billion. including much
of the country’s oil industry, which 1s mostly located near the
coast. In addition. over 3 million people would have to be re-
located. Protecting at least the highly developed arcas would
cost $550-700 million (IPCC. 1994, 1992b). A similar case
study for Senegal estimates that. in the absence of protection,
over 6,000 km* of land - some 3% of the country s total area —
would be lost under a I-m rise. Two-thirds of the population
and 90% of the industry are located in the coastal zone. Pro-
tecting these arcas would cost $250-850 million. about three-
quarters of which would go towards beach nourishment
(IPCC. 1994, 1992b).

6.5.4 Bangladesh

Climate change impacts in Bangladesh were analyzed in de-
tail in the context of a multicountry study on climate change
in Asia (Asian Development Bank. 1994). Taking the coastal
zone of Bangladesh to be detined by districts with a mari-
time boundary. the zone is a delta of the combined Ganges-

Jamuna-Meghna river svstem and accounts for some 226 of
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Table 6.9. Losses of rice output due to sea level rise in coastd
zones of Bangladesh

SLR by 2070:45 cm SLR by 2070:100 cm

Year  ("000 (% coastal  ("000 (Y% ceastal
tonnes) output) tonnes) output)
2020 125 2 412 4
2050 2,122 28 7,708 4
2070 2,619 28 9,514 50)

Source: Asaduzzaman (1994).

the total land area and 16% of the population (Asaduzzaman.
1994). It also accounts for 24% of agricultural value added.
40% of manufacturing fixed assets, and 22% of manufactur-
ing employment. A 45-cm rise in sea levels along the Bay
of Bengal coast would submerge some 15,700 km* of land
(about 11% of the total land area), including some 75% of the
Sundarban mangrove forests. Several ports would also be af-
fected. A I-m rise would affect nearly 30,000 km? or zhout
21% of the land area (Asaduzzaman, 1994). This is somewhat
higher than earlier estimates by the Commonwealth Secre-
tariat (1989), which predicted a loss of just under 16% of tot
land area for a I-m rise. A 1-m sea level rise would resultin
all the Sundarban mangrove forests disappearing. Sca levl
rise will result in saline intrusion further inland than the exist-
ing freshwater-saltwater interface. Changes in cyclone fre-
quency appear to be small, and soil erosion effects are un-
known.

Impacts on agriculture remain difficult to predict. A study
by the Bangladesh Institute of Development Studies suggests
losses of rice output due to sea level rise as shown in Tubk
6.9.

Asaduzzaman (1994) suggests that the overall macrocco-
nomic impact of sea level rise would amount to some 30% of
current GNP in the coastal zone, or some 5% of ovenll
Bangladesh GNP. Damages in absolute terms would be per-
haps $4.8 billion in terms of “lost” output in 2070.

The loss of the Sundarbans would be particularly severe
for the poorest people of Bangladesh, relying as they do o
the mangroves for fish, fuel wood, timber, and many other
raw materials. Biodiversity losses are incalculable due tothe
extensive lack of knowledge about the ecological functioning
of the Sundarbans. Many shrimp fisheries are likely to disap-
pear. offset to some extent by the emergence of new estuarine
fisheries as sea levels rise. Salinization will also affect indu-
tries relying on freshwater intakes, including electricity gen-
erating plants. raising costs of production. Other indusiries
would have to move and some would be irretricvably low
such as those relying on shrimp processing. Road and rai
links between Dhaka and Chittagong/Khulna would be div
rupted by sea level rise. seriously affecting the country's i
ternational trade. Asaduzzaman (1994) suggests that a 43-on
sea level rise would atfect 195.000 jobs and some 790 km .
roads: a 100-cm rise would affect 735.000 jobs and 1460k
of roads.
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Population displacement would be dramatic if impacts are
assumed to be “sudden.” Some 5% of people would be dis-
placed by a 45-cm rise, and 13.5% by a 1-m rise or, in terms of
projected 2070 population, 12 million and 32 million people.
respectively. In practice, migration away from the likely-to-
be-affected areas is already taking place, partly for weather-
related reasons.

6.5.5 India

Abroad analysis of climate change impacts in India has been
provided as a part of two multicountry studies on climate
change in Asia, commissioned by the Asian Development
Bank (ADB, 1994) and the South Asian Association for Re-
gional Cooperation (SAARC, 1992). Some 70% of India’s an-
nual rainfall occurs in the June-September monsoon season.
Chakraborty and Lal (1994) project increases in precipitation
in most parts of India due to doubled CO, concentrations. The
Central Plains and East Coast might expect pronounced in-
creases in annual average precipitation (1 mm/day) and this
may be 2 mm/day in the monsoon period in the former region.
An increase of 2 mm/day is also estimated for West Bengal in
the premonsoon season. Monsoons thus intensify for many re-
gions, and more frequent heavy rainfall events are predicted.

In agriculture, yields may be lowered as a result of en-
hanced temperatures. Seshu and Cady (cited in SAARC,
1992) suggest a decline in rice yields of 0.7 t/ha for an in-
crease in minimum temperature from 18°C to 19°C, a de-
crease of 0.4 t/ha for 22°C to 23°C. and 0.04 t/ha for 27°C to
28°C. As for wheat, it has been estimated that each 0.5°C in-
crease in temperature would reduce productivity in Punjab.
Haryana, and Uttar Pradesh by about 10%. In Central India,
where productivity is lower. the decrease would also be lower
(SAARC, 1992). In comparison, the global study by Rosen-
zweig ef al. (1993) predicts changes in aggregate agricultural
vields for India of +3% to -33% under 2xCO, (including CO,
fertilization). i i

Sea level rise will affect many regions, with the Andaman
and Nicobar islands and the coral atolls of the Lakshadweep
archipelago among the most vulnerable areas. The east coast
would be more subject to storm surges than the west coast.
The western coastline south of 12° North is likely to become
more eroded. No overall estimates of macroeconomic impact
are available, though. In a case study of the Orissa and West
Bengal region, IPCC (1992b) estimated that in the absence
of protection a 1-m sea level rise would inundate an area
of 1.700 km?, predominantly prime agricultural land, and
displace 700,000 people. Protecting the area would require
the construction of an additional 4,000 km of dikes and sea
walls.

The Asian Development Bank country study for India
(ADB, 1994) reports estimates by Asthana (1993) of the costs
of a I-m sea level rise. In the absence of protection, approxi-
mately 7 million people would be displaced and some 5.763
km? of land and 4.200 km of roads would be lost. The domi-
nant cost is tand loss. which accounts for 83% of all damages.
Although the annuitized cost is reported to be 0.18% of GNP,
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it appears to be net of the value of land loss. Inclusive of land
loss, the correct percentage appears to be 1% of GNP,

6.5.6 Indonesia

Based on calculations by thec Commonwealth Scientific and
Industrial Research Organisation (CSIRO), the Asian Devel-
opment Bank’s country study for Indonesia (ADB, 1994) pre-
dicts an increase in mean annual temperature in Indonesia of
1.5°C (0.4-3.0°C) by 2070 under baseline conditions. Sea lev-
els could rise by 45 cm (with a range of 15-90 cm). In compar-
ison, Parry et al. (1991) suggest that 2xCO, could raise the
mean annual temperature by as much as 3°C and produce a
rise in sea levels of 60 cm. Precipitation under 2xCO, is likely
to decline in some regions but might generally increase. In-
creases in rainfall could lead to a 30% increase in the area un-
der irrigation in the Brantas and Citarum basins in western
Java. Soil erosion might increase by 14%, 18%, and 40% in
the Citarum, Brantas, and Saddan watersheds respectively.
with resulting soybean production losses of 2,000 to 2,700
tonnes in each region.

Enhanced temperatures and, at certain sites, reduced water
availability could reduce rice yiclds, especially for early sea-
son rice. This could be offset to some extent by increases in
late season rice. Net yields might decline by 4%. Soybean
production might decline by around 10%, largely due to lower
yields in the early season. Appropriate adaptive measures may
lead to productivity incrcases that could offset potential
losses. and overall yields may increase. The biggest yield ef-
fects are likely to be on maize output. with declines of 25-
65% (Parry et al., 1991).

Indonesia is the world’s largest archipelagic state, with
nearly 17,000 islands and a shoreline of approximately 81,000
km (ADB, 1994). Sea level rise will affect coastal ecosys-
tems. industrial production. and agriculture alike. In the Kra-
wang and Subang districts, 95% of the predicted reduction in
local rice supply (about 300,000 tonnes) and half of the loss in
maize output is due to the inundation of coastal land. As a
consequence, over 81,000 farmers in the Subang district alone
may lose their source of income. and about 43,000 farm
labourers could lose their jobs (Parry ¢r al., 1991). Under the
baseline assumption of a 15-90 ¢m sea level rise by 2070, and
assuming that the Indonesian population will stabilize be-
tween 2030 and 2045. ADB (1994) predicts that about 3.3
million people will be displaced. Some 800,000 households
would have to be relocated at a cost of $8 billion. In the ab-
sence of protection, a total arca of 3.4 million hectares could
be inundated.

Indonesia is one of the few countrics for which tentative
health impact estimates arc available. ADB (1994) expects
that the incidence of malaria could increase by about 20%,
trom 2.700 cases per 10.000 people in 1989 to 3,200 cases in
2070. The incidence of diarrhoea and dengue fever could each
increase by as much as a factor 3 or 4. The resulting increase
in health expenditures for all three discases could amount to
approximately $64.5 billion annually (excluding the costs of
death and disrupted livelihoods).
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6.5.7 Malaysia

The expected impact of a CO, doubling on annual mean tem-
perature in Malaysia ranges from 1-2°C (ADB. 1994) to 3-4°C
(Parry er «l., 1991). Rainfall increases are likely in January-
February in .the coastal regions of Sarawak, and in March-
May in southwestern peninsular Malaysia. Runs of the
CERES rice model predict a 12-22% yield decline for rice in
the largest rice growing region of Muda. A 10% reduction in
solar radiation in the Serdang region could result in maize
production losses of about 20%. Rainfall increases in March-
May could increasc oil palm productivity in alluvial coastal
areas. Temperature and rainfall changes on the castern coast
of Malaysia could make the area too wet for rubber cultiva-
tion. Rubber yield is roughly inversely proportional to total
annual rainfall. A 10% increase in rainfall could reduce yields
by 13%, a figure which could rise to 25-40% duce to interfer-
ence with tapping (ADB, 1994). Marginal rubber cultivations
in areas such as the northern states may become uncconomic
due to drought. National yicld levels could decline by 15%,
but improved varicetics could more than offset this loss.

The frequency of peak discharges in the Kelantan river
basin in northeastern peninsular Malaysia could increase by
9% under 2xCO,. implying more flood damage and a 5% in-
crease in the population affected by floods. About 3 million
people currently live in flood-prone arcas. In terms of flood
occurrence, the present once-every-50-years flood would re-
turn every 30 years (ADB. 1994). Water deficits in the dry
season, on the other hand, are likely to increase due to higher
evaporation, reducing water availability for irrigation.

About 70% of the total population of Malaysia live in the
coastal zone, which is also the centre of most of the country’s
economic activities. In addition. important natural ecosystems
are located along the coast, with 44 of the 1000 islands desig-
nated as marine parks. Sea level rise could have significant
consequences for the low-lying coastal plains of Malaysia.
Parry er al. (1991) report that a [-m rise could lead to a land-
ward retreat of the shoreline of as much as 2.5 km. Midun and
Lee (1989) suggest that such a rise could result in the near
total loss of existing mangroves, with little chance of inland
migration. Mangrove forests are alrcady under severe stress
from human interference. Sca level rise thus aggravates an al-
ready urgent environmental problem.

6.5.8 Thailand

Parry et al. (1991) suggest that a CO, doubling could result in
a 3-6°C mean annual temperature change in Thailand. al-
though this appears to be a rather high estimate. GCM predic-
tions for rainfall diverge, but generally show a reduction
under the GISS scenario. Northern Thailand will tend to be
drier in most months except July. For Ayuthaya Province. the
GISS model predicts raintall reductions in August-September,
but other models do not produce this result. With respect to
agriculture, preliminary runs using current climate data with
the CERES agricultural model tor Avuthava provinee showed
higher vields for transplanted rice and lower than expected
vields for directly seeded rice in comparison to observed val-
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ucs. Under the 2xCO, climate, rice yields in this province
would generally increase. The analysis suggested an 8% in-
crease in cultivation in the province, substantially less tha
the currently observed year-to-year fluctuations. Off-season
rice showed average yield increases of 5%. Model validation
1s weak, however, and the results should be treated with caw-
tion. Results for Chiang Mai, for example, suggest average
yield reductions of 5%.

For the Suratthani province in southern Thailand. a caw
study calculated that 37% of the area would be affected by «
1-m rise in sea level, with losses of over 4,200 ha of agricul:
tural land and many shrimp ponds (Parry ef al., 1991).

6.5.9 Latin America

IPCC (1992b, 1994) summarizes sea level rise case studies for
several Latin American countries, including Argentiny,
Uruguay. and Venezuela. In Argentina a 1-m sea level rise
would inundate an area of about 3,400 km? (0.1% of the coun-
try’s total area). Erosion would claim assets and land worth $3
billion. Venezuela could lose about 5,700 km? or 0.6% of its
area under a 1-m rise (assuming no protection). Particularly
at risk would be the country’s low-lying coastal plains and
deltas. Although only a small area would be at risk in
Uruguay, the coastlines affected would be highly valuabl
tourist beaches. Uruguay’s tourist industry creates over $200
million in revenue per annum, and attracts over | million visi-
tors each summer. Protecting the beaches would be expensive.
The capital costs of protecting developed areas (mainly beach
nourishment) were estimated at $2.9-8.6 billion, or more than
five times the costs expected for Venezuela. If spread over ¥
years, this would correspond to annual investments of 6-19%
above 1987 gross investments (Nicholls et al., 1992).

The impacts of climate change on agriculture are less well
studied. Using climate analogues, Magalhdes and Glantz
(1992) illustrate the consequences of climate extremes on
Brazilian agriculture and society. In the semi-arid northeust of
Brazil, agriculture is characteristically vulnerable to droughts.
Drops in agricultural production cause mass unemploymentin
the agricultural sector, followed by malnutrition and hunger
Increased migration to urban centres is one of the conse
quences. In the global agricultural model of Rosenzweig eidl
(1993), yield impacts in Brazil are among the most sever
for all regions. Under 2xCO,, yields are expected to fall by
17-33% with CO, fertilization, and 38-53% without. Similx
reductions are also reported for Uruguay.

6.5.10 Small island states

The small island states (SISs) are clearly among the region
that would be most affected by climate change. not only be-
cause of their high vulnerability to sea level rise but also be-
cause of their strong dependence on natural resources thi
may be affected by climate change. Pernetta (1989) suggests:
ranking of SISs in the Pacific in terms of their extreme vulner-
ability to sea level rise. “Profound impacts.”™ including disap-
pearance in the worst cases, could be felt by Tokelau. e
Marshall Islands. Tuvalu, the Line Islands. and Kiribati. Se-
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vere impacts resulting in major population displacement
would be experienced by Micronesia, Palau, Nauru, French
Polynesia, the Cook Islands. Niue, and Tonga. Moderate to se-
vere impacts would be felt by Fiji. American Samoa, New
(aledonia, the northern Marianas, and the Solomon Islands,
while local severe to catastrophic events would be experi-
enced by Vanuatu, Wallis and Futuna, Papua New Guinea,
Guam, and Western Samoa.

Pernetta (1992) outlines various impacts that SISs may sut-
fer. These include increased frequency of tropical cyclones in
areas not normally affected by them; an altitudinal shift in
vegetation zones, affecting alpine grasslands in Papua New
Guinea and threatening mid-montane rain forests as they
come under pressure for cultivation; some increased capillar-
ity in limestone soils, reducing soil fertility in some areas;
some increases in disease due to drier conditions in some
countries and longer wet seasons in others; and increases in
humidity and hence human discomfort and adaptation costs.
Sea level rise will also affect agricultural activity, which now
occurs mostly on the coasts, and push it inland onto less suit-
able soils, thus increasing erosion. In addition, exclusive eco-
nomic zones based on outlying islands will be affected as
some of the islands disappear under the rising ocean waters.
Protection measures are limited and expensive. For the Mar-
shall Islands, for example, IPCC (1992b) reports that protect-
ing the Majuro atoll alone would cost 1.5 to 3 times the
country’s present GDP.

Since many hermatypic corals are growing at their limit of
thermal tolerance, any rise in sea water temperature could re-
sult in increased coral bleaching, with consequent loss of
coral fishery resources and tourism. Although the reactions of
corals to such changes appear not to be known in any detail,
consequences could be significant. In the Maldives, for exam-
ple, dependence on the corals is high: they are mined for
building materials; fish and marine products account for most
of the islands’ exports. Tourism based on the corals is also vi-
tal. Coral deaths have already occurred, probably due to in-
creased lagoon temperatures, but pollution is also implicated.

6.5.11 Conclusions on regional impacts

Economic analyses of damage to developing countries from
climatic change remain limited. Nonetheless, the preceding
overview supports the general finding of the broader eco-
nomic studies by showing that impacts on developing coun-
tries are likely to be more severe relative to the wealth of
those countries. In some cases. sea level rise alone results in
dramatic impacts on the economies and may threaten the exis-
tence of whole communities and nation states. The relatively
greater vulnerability of the developing countries is relevant
lo any discussion of the equity case for controlling climate
change (see Chapter 3).

Table 6.10 summarizes the results of computing a vulnera-
bility index for different categories of countries. Vulnerability
is defined in terms of exposure to foreign economic condi-
tions (export dependence). insularity and remoteness. and
proneness to natural disasters. The table illustrates the high
vulnerability of developing countries to climate change. In the
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Table 6.10. Vulnerability index for different categories
of countries (high vulnerability is indicated by values
closerto 1)
Country Categories Number of Countries Index
All countries 113 0.376
Developed countries 22 0.208
Developing countries 91 0.417
Small island developing

countries 20 0.590
Other island developing

countries 28 0.539

Note: The index is calculated as the average of three variables (i =
1, 2, 3): export dependence, insularity and remoteness, and prone-
ness to natural disasters. Variable i for country j is calculated as

V,.j = (X,-, — minXi )/(ma.\'Xi - minX‘.)

where X, is the value of component i obtained for country j, maxX,
denotes the highest value for component i observed in any country,
and minX, likewise the lowest value observed in the sample. For
example. in the case of export dependence, X, measures the export
dependence of country j, maxX, is the value observed in the country
with the highest export dependence, whereas minX, reflects the lowest
export dependence observed. Therefore, in the country with the high-
est export dependence, Vi is equal to 1. In the country with the lowest
export dependence, V,] =0.

Source: Briguglio (1993).

full list for 113 countries, 9 out of the 10 most vulnerable
countries are island states (Briguglio, 1993).

6.6 From Greenhouse Damages to Abatement Benefits

There is a distinction between climate change damage and the
benefits of policy measures, although the two concepts are re-
lated. In general, the benefits of greenhouse action are at least
equal to the amount of damage avoided, that is, to the extra
damage which would have occurred in the absence of action.
In addition, there may also be ancillary benefits that are not
related to climate change (sec Section 6.7). The principal rule
cited above is complicated somewhat by the dynamic charac-
ter of climate change. however.

Figure 6.1 considers schematically the development of
greenhouse gas emissions and damage over time under differ-
ent scenarios. In the base case. annual emissions are assumed
to continue rising over the next 100 years or so (curve labelled
“baseline™ in the emissions graph). Global mean temperature
levels will therefore rise as well. and so too will annual cli-
mate change damage (including the influence of adaptation,
see Scction 6.1.5). The upper curve in the damage chart shows
how annual damages may rise in the baseline case. The esti-
mates of benchmark warming damage of Section 6.2 relate to
only one particular point on this time path: the point Loy
when the warming assumptions underlying the estimates arc
realized. In a baseline scenario. this may. for example. be in
the year 2060. If damage levels grow in proportion to GNP
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In the baseline, annual greenhouse gas emissions continue 1o rise over time (upward sloping line
in the emissions graph). As a consequence, annual climate change damage rises over time as well
(upper line in the damage graph). It instead eissions are stabilized attime t ) (the horizontal
“stabilization” line in the lower graph), the innual damage curve will follow a flater trajectory
(the lower curve in the upper dingram). The benetit of this stabilization policy is represented by
the shaded arca: the sum of avoided damages in all time periods. Stabilizing emissions constitutes
a significant change in policy. Analysts are often interested in the benefits obtained through only
u marginal deviation from the baseline — the marginal benefit per tonne of carbon abated or the
marginal cost of an additional tonne emitted. Marginad changes are conceptually caleulated in the
same way, i.e., as the difference in the two damage trjectories with and withowt the abated tonne
(not drawn in the tigure). The two emission paths with and without marginal abatement would be
identical, except fora slight deviation at time 1.

Figure 6.1: Doubled CO, damage vs abatement benefits.

and assuming the carlier assessment is correct, damage at time
Uy co, Will be in the order of 1.5-2.0 % of gross world product
(GWP) (abstracting from possible differences between tran-
sient and cquilibrium damage). Betore this date. annual dam-
age levels (relative to GNP) are lower. In subsequent decades
they are higher. duc to the rising atmospheric CO, concentra-
tion.

The 2xCO, benchmark is contrasted with the consequences
of a particular greenhouse gas abatement strategy. say a stabi-
lization of cmissions at time (, (represented by the lower
emission and damage curves). Duce to the thermal inertia of
the climate system., annual damage levels will react only grad-
ually to this policy change. and will initially continue to grow
unabated. Eventually, however, damage will start to deviate
from the baseline. The level to which the trajectory will con-
verge in the long run is unclear. and depends on the exact
character and source of the damages.,

What, then, are the benelits of the stabilization policy?
They arce represented by the shaded avea in Figure 6.1, which
depicts the difference in annual damage levels between the
base case and the control scenario, summed up over the rele-
vant time horizon. In cach future time period damage is lower
than it would have been otherwise. and the benetit of green-
house gas abatement is the (discounted) sum of these avoided
future damages.

As Frgure 6.1 makes clear. there s thus no direct connec-
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tion between damage associated with 2xCO, and the benefis
of greenhouse gas abatement. The benefits of abatement oc-
cur as a stream of reduced damage over time, while 2xC0,
concerns only one point. Annual damage reduction levels will
generally not coincide with the 2xCO, assessment either. for
two reasons: first, because even the most stringent abatemen
scheme is unlikely to succeed in avoiding all damage (since
some damage has already been done and may be irreversible:
second, because damage reductions will chiefly concern years
in which the base case damage would not be that of 2xCO,.

Despite this difference, 2xCO, assessments still prO\—'ide
some indication of the size of abatement benefits. For a more
precise assessment much more information would be neces-
sary, though. A careful analysis would in particular require 4
better knowledge about the s/ope of the damage trajector,
that is, about how climate change damage alters over time asy
consequence of both climate change and economic and popu-
lation growth. A further need would be information about th:
degree of damage that can be avoided through a particulir
policy measure, that is, the distance between the two damag
trajectories of Figure 6.1. The answer here depends chiefly on
the exact character of impacts — whether they are reversibleor
not, whether damage depends on the rate of change or onab-
solute temperature levels, whether damage is persistent ora
transitional adjustment cost, and so on.

Knowledge about damage beyond the 2xCO, benchmarkis
very limited. The small literature aiming at estimating the
benefits of greenhouse gas abatement relies on several rather
ad hoc assumptions, In older studies, damage costs were typ-
cally specified as a polynomial (usually linear to cubic) func
tion of global mean temperature, calibrated around the 2xC0.
estimates. Damage is usually fully reversible and typically s
sumed to grow with GDP. More recently, studies have started
to emerge that explicitly incorporate regionally diversified
temperatures and sea levels and that model individual demag
categories (e.g., agriculture) separately, or at least distinguish
between damages related to absolute temperature level and
those related to the rate of change (e.g., Dowlatabadi and
Morgan, 1993: Hope et al., 1993; Tol, 1994, 1995).

Table 6.11 provides a list of estimates of the marginal ben-
efits of CO, abatement. In terms of Figure 6.1 these number
represent the shaded area that would occur if emissions wer
to deviate marginally from the baseline path. say by one ton
in period t,, but remain unaltered otherwise. The estimate
are mostly based on models with simple polynomial damag
functions. Several of them are derived from optimal control or
dynamic cost-benefit models. In these models. the margind
benefit from abatement, or the “shadow price of carbon.” i
calculated as the carbon tax necessary to keep emissions on
the trajectory that is considered socially optimal by the model
In other models the marginal benetits arc calculated directh.
as in Figure 6.1. by comparing the present value of the strean
of damages associated with a certain emissions scenario o
that of an alternative scenario with marginally different emi
sions in the base period. Estimates vary widely. mainly as:
consequence of different assumptions about the discount rae
They rise over time as a consequence of economic growtha
increasing concentration levels.
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Table 6.11. The social costs of CO, emissions in different decades (in 1990 $/tC)

1991~ 2001~ 2011~ 2021-
Study Type 2000 2010 2020 2030
Nordhaus (1991) MC 7.3
(0.3-65.9)
Ayres and Walter (1991) MC 30-35
Nordhaus (1994b) CBA
Best guess 53 6.8 8.6 10.0
Expected value 12.0 18.0 26.5 n.a.
Cline (1992b, 1993d) CBA 5.8-124 7.6-154 9.8-186 11.8-221
Peck and Teisberg (1992) CBA 10-12 12-14 14-18 18-22
Fankhauser (1994b) MC 20.3 22.8 25.3 27.8
(6.2-45.2) (7.4-52.9) (8.3-58.4) (9.2-64.2)
Maddison (1994) CBA/ 5.9-6.1 8.1-84 11.1-11.5 14.7-15.2
MC

MC = marginal social cost study.

(BA = shadow value in a cost-benefit study.

Figures in parentheses denote 90% confidence intervals.
Sources: As shown.

Using the base case in DICE, Nordhaus (1993a, b) finds
that the shadow price begins at about $5 per tonne of carbon
in 1995, rises to about $10 by 2025, and reaches $21 by 2095
{at 1990 prices). Peck and Teisberg (1992, 1993a, b) find val-
ues of a similar order of magnitude. Tol’s (1995) alternative
specification of DICE yields shadow prices of $13 for 1995,
rising to $89 for 2095. These model runs assume that parame-
ter values are known with certainty. In the case of DICE,
expected shadow prices more than double once uncertainty
is added to the model. This result arises because of the
skewedness in the damage distribution. which allows for low
probability/high impact events (Nordhaus. 1994b). All three
authors assume a pure rate of time preference (or utility dis-
count rate, see Chapter 4) of 3%. In contrast. Cline (1992b.
1993d) finds significantly higher shadow prices by using a
zero utility discount rate. His reproduction of the DICE model
generates a path of shadow prices beginning at about $45 per
tonne. reaching about $243 by 2100. Other parameter specifi-
cations provide cven higher values.

In comparison, Fankhauser (1994b) identifies a lower and
flatter trajectory for the shadow price of carbon, rising from
$20 per tonne in the decade 1991-2000 to $28 per tonne by
2021-30, with confidence intervals of $6-$45 and $9-$64 re-
spectively. Fankhauser uses a probabilistic approach to the
range of discount rates, in which low and high discount rates
are given different weights. His sensitivity analysis of the dis-
count rate suggests that moving from high (3%) to low (0%)
discounting could increase marginal costs by a factor of 9.
from $5.5 to $49 per tonne of carbon emitted now.

6.7 The Secondary Benefits of Abatement Strategies

The benefits of greenhouse gas abatement will not be limited
1o reduced climate change costs alone but are likely to spill

over to other sectors. This is a further reason why the cost of
greenhouse damage differs from the benefits of greenhouse
gas abatement (see Section 6.6). For example, efforts to halt
deforestation to reduce the emission of CO, will contribute to
the conservation of the world’s biological diversity. Other an-
cillary benefits could occur in the form of local and regional
air quality improvements, a reduction in traffic-related exter-
nalities like accidents or congestion, and the reduced risk of
tanker accidents and oil spills. These problems are tied to cli-
mate change in that they are caused by largely the same activ-
ities, in particular, the consumption of fossil fuels. Because
CO,-removal technologics arc presently not economical, at-
1cmbls to limit CO, emissions currently by and large concen-
trate on reducing the use of fossil fucls. A reduction in CO,
emissions will therefore also reduce other environmental
problems related to fuel combustion.” These effects are often
called the secondary benefits of carbon abatement.

Secondary benefits from air quality improvements may be
quite large. Table 6.12 provides estimates of benefits from re-
duced air pollution levels as a consequence of carbon abate-
ment (see also Box 6.4). The estimates are not necessarily
comparable since the assumed abatement policies differ from
study to study. although they all roughly aim at stabilizing
CO, emissions at about 1990 levels.

What is the value of these emission reductions? Estimates
that measure the social costs of each pollutant vary widely be-
tween regions, depending on local factors like baseline air
quality standards. ecosystem vulnerability, and population at
risk. Figures may also differ because impacts caused by a
combination of gases are attributed to the initial sources in
different ways. A selection of illustrative results is given in
Table 6.13. The average secondary benefits implied by these
estimates vary widely. from about $2 per tonne of carhon
abated to over 500 $/tC in absolute terms. Secondary benefits
offset about 30-50% of the initial abatement costs in the case
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Table 6.12. Reduced air emissions due to CO, abatement (% reduction from baseline)

(a) Regional studies

Secondary
. Benefits
Country Year  Policy/Scenario Co, SO, NO, CO TSP vocr  ($1C) Sources
World 2000  World CO, emissions Complainville/
stabilized at 1990 level 9 14 10 — — — — Martins (1994)
U.s. 8 13 8 — — —
Japan 4 4 3 — — —
EU 5 7 4 — — —
Other OECD 10 14 11 — — —_—
China 18¢ 19 19 — — —
Ex-USSR 17¢ 21 18 — — —_
India 17¢ 17 16 — — —
E. Europe 11 11 1 — — —
OECD 2000 CO, emissions in OECD Complainville/
stabilized at 1990 level  __ _ — _ _ _ _ Martins (1994)
U.Ss. 18 28 25 — — —
Japan 14 12 15 — — —
EU 14 18 15 — — —
Other OECD 21 29 32 — — —
Europe 2000 EU carbon/energy tax
Current structure 9.4 7.4¢ 6.2 — — — 6.1 Alfsen et al.
Cost-efficient regime 9.7 93 64 - @ — — 6.6 (1993)
(b) Country studies
Secondary
Benefits
Country Year  Policy/Scenario COo, SO, NO, CO TSP VOC* ($1tC) Sources
Norway 2000  Emission stabilization 150 208 108 24.1 4.3 — 40-140/ Alfsen et al.
(at 1989 level) (1992)
UK 2005  EU carbon/energy tax 12.1 38.3 106 9.6 30.3 1.1 40-1,040 Barker (1993)
uU.s. 2000  Emission stabilization
Through carbon tax 8.6 1.9 6.6 1.5 1.0/1.8 1.4 2.0-20 Scheraga and
Through Btu tax 8.6 2.2 6.6 34 1.6/22¢ 27 3.5-28 Leary (1994)

«Total suspended particles.
bVolatile organic compounds.

“The study uses the hypothetical scenario of a global carbon tax. Note that the UN Framework Convention on Climate Change does not con-

tain any obligations for developing countries to reduce their CO, emissions. Economies in transition are granted a “certain degree of flexi-

bility.”

dWestern and Eastern Europe (UN ECE region). Tax in six EU countries (France, Germany, UK, Italy, Netherlands, Denmark) and three

Nordic countries (Norway, Finland. Sweden) only.
S0,

Ancluding road traftic benefits (reduced congestion. noise, accident, and road damage costs).

*PM,,/ TSP (PM
Sources: As shown.

of Norway (Alfsen er al., 1992) and over 100% in the UK
(Barker. 1993). Extending the Alfsen er al. study. Amano
(1994) has found a similar result for Japan.

The calculations by Complainville and Martins (1994,
based on the OECD GREEN model. suggest that secondary
air quality improvements may be as significant in developing
nations as they are in OECD nations. This is confirmed by
Amano (19945, who has caleulated secondary benetits for
several Asian regions, using the same benefit-abatement ra-
tos (air quality benetits. in percent of GDP. per percentage

\» Tefers to tine particles less than 10 m in diameter).

cut in air pollution) as Alfsen et al. (1992). For India. the esti
mated secondary benefits exceed the primary costs of stabili
ing emissions at 1990 levels. For China and the group of
“Dynamic Asian Economies” (Hong Kong, Philippines, Sir
gapore, South Korea, Taiwan, and Thailand) secondary bene:
fits are estimated to offset about one-third of the init
abatement costs. The Amano results should be interprei
with caution, however. Using the Norwegian ratios of Aliw:
el al. for developing economics almost certainly biases £

results.

i
|
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BOX 6.4: VALUATION OF ELECTRICITY-RELATED EXTERNALITIES IN CALIFORNIA

The importance of secondary air quality benefits can be illustrated at least in part from the practices of some regulatory
commissions in the U.S. A growing number of these now require that electric utilities take into account the value of air emis-
sions in their cost-benefit analyses of alternative supply- and demand-side resources.

The monetary air quality values used in these assessments do not usually represent actual marginal damages, however.
CO, values, for example, are mostly based on avoided costs, such as the cost of planting trees on otherwise unforested land.
The environmental cost adders for the other pollutants are also mostly based on control costs. The conceptual basis for this
method is rather weak: Using abatement costs as a proxy for the damage costs could involve substantial error. The use of
damage control costs as & proxy is justified by many regulatory commissions on the basis that damage cost estimates are
themselves uncertain.

Astudy commissioned by the California Energy Commission that does use consistently estimated damage-cost-based ex-
ternality values is shown below. These estimates for the Los Angeles area imply that for every dollar in benefits resulting
from the reduction of CO, emissions, there is another $3 benefit to the area resulting from the reduction of conjoint pollu-
tants. It is a reasonable conclusion, therefore, that joint benefits can significantly affect the overall cost-benefit assessment

of climate policies.

Emission Rate
(IbsyMWh) $

Environmental
Benefits ($/t)

Total Benefits

Co, 26¢ 1,820 23
Joint products
NO, 14,483 6 43
S0, 7,425 6 22
TSP 57,620 0.3 9
Total joint products 74

“ Benefits in the form of avoided costs of carbon sequestration.

Source: Emission rates are based on a notional, new coal-fired plant meeting
new source performance standards (NSPS). Externality values for NO,, SO,,
and particulates (TSP) are in 1989 U.S. dollars, based on Hashem and Haites

Table 6.13. The social costs of air pollution ($/tonne)

Country SO, NO, CO  Particulates VOC Source

UK 367 124 15 21,333 n.a. Pearce (1994)

UN ECE* 637 490 n.a. 21,333 n.a. Pearce (1994)

Norway 500-7,600 1.600-31,400 1-13 2.,100-27,700 n.a. Alfsen et al. (1992)

us. 4,800 2,000 n.a. 2,700 n.a. Ottinger er al. (1990)

U.S. 300-1,800 10-100 n.a. 400-10,900  360-2,400 Scheraga and Leary (1994)

‘Damage done by a tonne of UK emissions to Western and Eastern Europe, including UK (UN ECE region).

Sources: As shown.

An alternative way to measure secondary benefits is by
estimating the change in the costs of meeting air quality stan-
dards. Many industrialized countries are committed to signifi-
cant cuts in the emission of air pollutants. The Helsinki Proto-
col of 1985 required a cut in sulphur emissions of 30% by
1993, compared to 1980 levels. for selected European coun-
tries. Under the “Second Sulphur Protocol™ further reductions
will be required up to 2010. The Sofia Protocol on nitrogen
dioxide commits signatories to a freeze on emissions at 1987

levels. Greenhouse gas abatement will lower the amount of

raditional air pollution abatement needed to meet these
largets. Alfsen er «l. (1993). for example. calculate that the in-

troduction of a carbon/energy tax would reduce the cost of tra-
ditional SO, and NO_ abatement in the nine countries intro-
ducing the tax by 25-30% and 12-25 % respectively, implying
average secondary benefits of about 2.5 $/tC for NO, and 4.0
$1C for SO,. These results are low compared to those of the
previous estimation procedure.

It is important to underline the different character of sec-
ondary benefits and primary (warming damage avoidance)
henefits. Most critically. secondary henefits do not depend on
climate variables but only arise in connection with green-
house gas abatement. They occur locally or regionally and do
not share the global character of greenhouse damages. The
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question of seccondary benefits from carbon abatement should
also be distinguished from the more comprechensive issue of
the optimal abatement mix with respect to all pollutants. The
secondary benefit argument is characterized by an implicit
primacy of the greenhouse problem. in that improvements in
other arcas are scen as welcome side effects of a climate
change policy, but arc not considered or sought in their own
right. This is not necessarily the ideal way to proceed. Strictly,
each pollutant should be taxed in proportion to the environ-
mental damage it causes. If there are interdependencies be-
tween them, as is the case with climate change and air pol-
lution, these would have to be reilected in the relative tax
rates. The currently considered abatement strategies may then
no longer constitute the optimal approaches. Once secondary
benefits are taken into account, location will also matter. Al-
though it is not the case for greenhouse gases, for most other
air pollutants it matters where they are emitted. Emission reduc-
tion mcasures should therefore be concentrated in those places
where the joint benefits of reducing all emissions is highest.

6.8 Conclusions

This chapter has been concerned with the measurement of cli-
mate change damage and with the benefit of policies designed
to reducc this damage. Climate change impact assessments
are an integral input to cost-henefit studies and other decision-
making frameworks (see Chapters 2 and 5). Economic models
comparing the costs and benefits of greenhouse gas abatement
are discussed in Chapter 10.

Social cost estimates are necessarily uncertain. Apart from
the scicentific uncertainty of climate change, there are addi-
tional uncertainties associated with

(a) Limited knowledge of regional and local impacts

(b) Difficulties in measuring the cconomic value of im-
pacts, even where the impacts are known. This is partic-
ularly the case for nonmarket impacts and the impacts in
developing countries

(c) Difficulties in predicting future technological and so-
cioeconomic developments

(d) The possibility of catastrophic events and surprises

This uncertainty must be cmphasized when interpreting the
social cost figures in this chapter.

Most impact analysis has been based on equilibrium cli-
mate change associated with a doubling of the pre-industrial
CO, concentration or its equivalent for all greenhouse gases.
These studies have usually used the IPCC's 1990 best-guess
value for climate sensitivity of 2.5°C and are generally based
on the IPCC 1990 impact assessment. The available studies
estimate damages for a doubling of CO, as follows:

o World impact: 1.5-2.0% of world GDP

¢ Developed country impact: 1-1.5% ol GDP

o Developing country impact: 2-9% of GDP
These arce best-euess central estimates. including both market
and nonmarket impacts, and in some cases also adaptation
costs. They are based on a large number of simplifyving and of-
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ten controversial assumptions. The range does not represen
the confidence interval around the estimates, but the spread
of the best guesses in existing studies. No attempt has been
made to quantify a confidence interval. There will be consid-
crable differences in regional damage figures, with potentiall
higher impacts for some individual countries, such aus smul
island states. Alternative assumptions about the value of a st
tistical Iife (Box 6.1) could further increase regional differ-
ences. The regional variability of the social costs underline
the important issues of equity discussed in Chapter 3.

These cost estimates are for 2xCO, concentrations, but
concentrations may continue rising above this level. Such
long-term warming damage may rise more than linearly. The
damage associated with 10°C might be 6% of world GDPu
more. The probability of a climate catastrophe also increise
with the speed and amount of warming.

The marginal damage, that is, the extra damage done by
one extra tonne of carbon emitted now. is estimated to be in
the order of $5-$125 per tonne of carbon. The value will ri
for marginal emissions in later periods. The range appean
wide but reflects variations in models, discount rates, and
other factors. The numbers are particularly sensitive to the
choice of the discount rate. Estimates based on a positive so-
cial rate of time preference (discount rate) of approximateh
5% are usually in the order of about $5-12 per tonne of carbon
emitted now, whereas figures assuming a rate of 2% or les
are almost an order of magnitude higher. The models o
which these estimates are based remain simplistic and are lin-
ited representations of the actual processes. But they represent
the state of the art at this moment.

The marginal damage of an extra tonne of emissions isn
necessarily the same as the marginal benefits of abating anex
tra tonne. Abatement measures will yield additional benefis
besides avoided climate change damage. These are the se
ondary benefits, which occur, for example. in the form of lv-
cal air quality improvements. The size of secondary benefis
depends on local circumstances. Studies for European coun-
tries and the U.S. indicate that secondary benefits could offsel
between 30% and 100% of abatement costs. Whether the ber
efits of climate policies are high enough to justity the costsof
abatement is an issue not addressed here.

Endnotes

1. The eventual equilibrium warming consistent with the 2000 green-
house gas concentrations would be higher than benchmark warming
(because of ocean thermal lag. which would cause a delay of twe
decades or more between committed and realized warming).

2. These parameters apply to the global mecan effects of 25(0.
warming. However, U.S. warming and precipitation may be lew
favourable than the global mean (IPCC, 1990a). Moreover. ti
simulations assume that irrigation water will be readily availabl.
whereas its availability is expected to become more constrained it
the future. even without climate change (Waggoner ef al., 1952y,
3. Some of these impacts may be included. as forgone use vale
estimates for ecosystem loss (see Section 6.2.13).

4. As the estimate is purely speculative, it is excluded from the
tral estimates of that study and from Table 6.4.

5. This is not the only connection between climate change and <
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pollution. The two issues are heavily intertwined. For example, sul-
phur abatement, if achieved through the installation of end-of-pipe
scrubbers. could lead to a lower system efficiency and thus higher
(0, emissions. The accumulation of sulphur aerosols in the atmos-
phere causes a reduction in mean temperature, thus masking the
extent of warming. Warmer temperatures, on the other hand, will ag-
gravate photochemical air pollution.
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SUMMARY

In this chapter, current response options for dealing with cli-
mate change are assessed on the basis of their feasibility, ac-
ceptability, cost-effectiveness, and applicability. As much as
possible, specific attention has been given to the applicability
of these various options in the developing countries and coun-
tries in transition. The chapter does not. however, contain an
evaluation of the (macro)economic effects that large-scale ap-
plications of the various options might have in different re-
gions of the world.

Conceptually a distinction must be made between mitiga-
tion and adaptation options on the one hand, and indirect op-
tions - that is, options not designed to have an impact on the
greenhouse effect but that nevertheless do — on the other. In-
deed, many technological developments and various policies
have an impact on energy usc and thus on the global climate.
An effective climate change response strategy should there-
fore preferably pay attention to possibilities of joining climate
response options with responses to other socioeconomic tran-
sition phenomena, as in the application of an integrated sys-
tems approach.

The various response options can be assessed in fundamen-
lly different ways. At one extreme is the engineering effi-
ciency approach, which focusses only on costs and how these
are related to internal and external economies of scale and
learning effects. At the other extreme is the welfare economic
approach, which, in addition, considers such welfare aspects
as social, political, or environmental resistance to the option’s
application. Costs associated with the diffusion of technolo-
gies, public education, and lifestyle changes are also taken
into account.

A number of CO, mitigation options have been proposed,
including

« Energy conservation and efficiency improvement
+ Fossil fuel switching

+ Renewable energy technologies

+ Nuclear energy

+ Capture and disposal technologies

« Enhancing sinks and forestry options

Attention has also been focussed on reducing emissions of
methane.

With respect to energy conservation and efficiency im-
provement, reductions in energy intensities during recent dec-
wes have varied widely across countries and also within the
aoup of developing countries. Some of this variation, how-

ever, reflects differences in how the underlying variables have
been measured.

Because reductions in national energy intensities are re-
lated to structural changes in national economies, the growth
of the secondary sectors in developing countries may give a
biassed view of their energy efficiency improvement results.
In most industrial countries, in contrast. a trend towards “de-
materialization” (i.e., a shift away from the highly energy-
intensive secondary towards the less energy-intensive tertiary
sector) has favoured lower energy intensities.

There is a broad consensus in the literature in favour of
efficiency improvement, because it is seen as directly benefi-
cial irrespective of any impact on greenhouse warming and
because it has significant scope for negative net cost (i.e..
no-regret) applications. The potential for energy efficiency
improvements in production seems promising, especially in
the power production, transportation. steel and cement pro-
duction. and residential sectors. However, because the end usc
phase is the least efficient part of an energy system, improve-
ments in this arca would produce the greatest benefits. The
potential for efficiency improvements in the developing coun-
tries is roughly similar in magnitude to that in industrialized
countries. By contrast, energy conservation may be achieved
somewhat more easily in the industrialized countries.

Optimism about the scope for no-regret options with re-
spect to energy cfficiency varies considerably and depends to
a large extent on the discount rate that is employed. Revealed
consumer discount rates for houschold investments can be
very high indeed. Similarly. in developing countries a lack of
access to information and limitations of institutional capacity.
human skills, and financial resources may cause the revealed
time preference to be much higher than commercial interest
rates.

The potential for energy savings is estimated at 10-40%
for production and 10-50% for residential use. However, to
achieve such results. institutional and information factors are
crucial. So too is the degree to which the option may help in
deriving other environmental benefits.

With respect to fossil fuel switching, relatively little infor-
mation about costs is available. although it is recognized that
fossil fuels will remain the dominant energy source for sev-
eral decades yet. Estimates of the costs of switching vary to a
large extent, depending on the type of measure, the fraction of
natural gas lost to the atmosphere from leakage during pro-
duction and distribution. and the opportunity costs of the op-
tion (which depend to a large extent on the availability of, for
mstance. coal reserves).
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These opportunity costs may be particularly large in popu-
lous countries with massive coal reserves, such as China and
India. In fact, in developing countries growth may even result
in a transition from less carbon-intensive biomass to more
carbon-intensive fossil fuels.

Renewable energy technologies may be sustainable with
respect to energy inputs but may not always be socially and
environmentally benign in other respects. This is particularly
so in the case of large-scale applications (for example, of ma-
jor hydro or biomass projects) in developing countries.

The technical potential of the renewable options not cur-
rently utilized varies from S0% for biomass to 75% for hydro
to several thousand per cent for wind. Many renewable tech-
nologics, however, tend to be site-specific (i.e.. their appli-
cation is limited to a finite number of specific sites). Other
problems include potential environmental risks, technological
readiness, and cost-ctfectiveness.

Though some renewable options are almost mature, others
are still in the demonstration stage. Practicable potentials
therefore vary to a large extent, although much will depend on
the costs of the various options.

Cost estimates diverge widely, mainly due to the time hori-
zon adopted. the discount rate chosen, and the capacity and
useful lifetime assumed. Moreover, costs are strongly influ-

enced by site-specificity, variability of supply, and the form of

final energy delivered. Other aspects that influence cost be-
haviours are learning effects, economies of scale, and the need
for immediate storage or transport of the energy generated.

The promise of renewables lies mainly in their large poten-
tial and modest price on the spot. These factors are particu-
larly relevant for developing countries, which, by using local
renewables, could reduce their dependence on imported fossil
fuels. Local communities could benefit significantly from
small-scale applications and their net positive side effects.

In view of these considerations, the future role of renew-
ables is hard to predict preciscly: the share of renewables in
the 2020 energy mix will, however, probably not cxceed 25%.

Nuclear energy technology is long past the demonstration
stage. but the issue of the safe storage of nuclear waste re-
mains unresolved. Because of their long design and construc-

tion time (10-15 years) and the enormous investment costs of

nuclear power plants, the nuclear option is also rather inflexible.

In view of the waste disposal problem and the consequent
lack of public support. the share of nuclear energy in total en-
ergy use is expected to increase only to a limited extent during
the coming decades.

Capture and disposal have potential in cases where a
switch trom coal to other fossil fuels is difficult for one reason
or another. Some technologies already exist: others are being
developed.

The disposal option is ultimately limited not only for tech-
nical reasons but also because disposal cannot permanently
prevent the reentry of carbon into the atmosphere. This is irre-
spective of the way in which disposal would take place. The
practicability of this option is still a matter of discussion, be-
cause in some types of disposal (e.g.. in aquiters or oceans)
cnvitonmental impacts are uncertain.
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The scope of forestry options is determined by the large ex-
pected potential, modest costs, low risk, and positive side of-
fects. However, there is still a large amount of uncertuint
with respect to the net carbon release from deforestation and
land use changes on the one hand and the long-term carbon
absorption capacity of afforestation efforts on the other. Bai-
cally, forestry measures, like removal options, are to be seen
as an intermediate response policy.

Uncertainties in assessments of the global potential for
halting or slowing deforestation and for reforestation ar
linked to the extent of human encroachment into the Zorest.
the area available for forestry measures, and the annual and
cumulative carbon uptake per hectare.

Mitigation policies using forests are generally considersd
relatively cost-effective, especially if applied in developing
countries. With the costs of afforestation, much depends on
whether one assumes that the forests can be exploited sustain-
ably or, instead, should be left alone to mature, and on the ac-
ceptance of the newly planted forests by the local population.

Halting or slowing deforestation is probably one of th:
most urgent and cost-effective options. However, social, po-
litical, and infrastructural barriers may restrict this option as
well as the scope of reforestation.

Estimates of cost-effectiveness of forestry measures de-
pend strongly on whether one takes a static or dynamic poin
of view. There is a clear tendency to focus increasingly on
cost functions rather than point estimates; the former ap-
proach seems clearly more relevant in the case of large areas.
Moreover, the cost assessment methodology has been increas-
ingly refined (for example, by the inclusion of discounting
procedures). Cost estimates, which are now probably mor
realistic. tend to fall within a range of $30-$60/tC for large
annual uptakes.

With respect to methane, the emission data available re-
veal wide discrepancies between various regions. Information
about methane leakage and distribution is also rather scanty.
and some of it is unreliable. The same applies to information
about the costs of methane control options.

Information about the cost functions of the various mitigs-
tion options is still weak, because the functions are not only
time-specific but also region- and context-specific. The weak-
ness of information also relates to the remarkable fact that the
scope for no-regret options seems to be significant, especially
in developing countries. This apparent scope is most likely
due to the high actual time preference rates, lack of informa
tion. and limitations of human capacity. All this and the differ-
ent assessment perspectives mentioned earlier may explain
why virtually no studies exist in which the optimal mix of op-
tions is designed on the basis of their underlying cost func-
tions and feasibility.

The few studics of this kind that have been done provid
only tentative results but do indicate -~ given present knowl
edge about the cost functions of the various options - that the
purc application of the cost minimization principle would re-
quire a significant share (probably more than halfi of the
emission reduction targets to be achieved via the applicatie:
of options outside the OECD area. In addition. in terms of th
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size of the emission reduction, energy conservation and effi-
ciency improvements and the forestry option seem to provide
the largest potential from a cost minimization point of view.
The potential of the forestry option is widely debated, however,
because of the limitations of net absorption in time and because
much depends on forest exploitation and local acceptance.

To illustrate how an optimal mix of response options might
look. the result of a (linear programming-based) cost mini-
mization simulation using the available cost-function infor-

mation disaggregated by region is presented in Table 7.13 for

apredetermined emission reduction target of 2.4 GtC. In view
of the tentative and uncertain character of the underlying data,
the outcomes can only be seen as an illustration of what an op-
timal policy mix might be (recognizing that marginal costs
per option per region generally tend to increase to the point
where they eventually become prohibitive). Obviously tech-
nological or political breakthroughs may significantly affect
the optimal mix.

Adaptation options can be surveyed in many ways. One is
to consider what should be adapted to and how it should

231

be done. No systematic cost data on the various adaptation
options are available, although information about land pro-
tection costs against flooding and sca level rise is rapidly
increasing. Many cfforts are now underway, however, to re-
duce the vulnerability of agricultural production to climate
change through adaptation policies. Especially in developing
countries there is an urgent need for both more information
and a better infrastructure for the actual implementation of
adaptation techniques.

Finally. the point has to be made that when it comes to the
introduction and application of the various options, the devel-
oping countries occupy a special position. The application and
acceptance of these options often crucially depends on the in-
ternational transfer of technologies as well as the countries’
own local institutions and abilities to build their human capac-
ity. Therefore, the conditions needed to ensure the success of
these processes, such as joint implementation and technology
transfers from developed to developing countries, deserve a
high priority on the academic research agenda.




232

7.1. Introduction

In recent yeurs a host of response options has been proposed
to cope with possible climate change. These options can be
classified in many ways, including by technology. by sector,
by impact. and by strategic approach. This chapter is based on
classification by strategic approach, that is, mitigation, adap-
tation, and indirect policy options. Many response options are
thoroughly discussed in Volume 2 of this report, with a major
emphasis on technological feasibility. Some aspects of these
options will be taken up here and assessed generically, that is,
not only from an engincering cfficiency point of view but also
from that ol welfare economics. !

The present chapter surveys the set of options that are fea-
sible from a comparative economic perspective in order to as-
sess the scope and priorities of potential policies. The main
purposes are

e To set up a structure so the various options can be put

into proper perspective and the assessment to be made
can be truly generic (Section 7.2)
¢ To discuss the various criteria that can be used in assess-
"~ ing the options and the degree to which ditferent criteria

can produce different choices in terms of optimal use of

the options (Section 7.3)

¢ To review the various options in terms of (technical and
practical) applicability. cost-effectiveness, and social ac-
ceptability, both as far as mitigation options (Section
“7.4), and adaptation options (Section 7.5) are con-
cerned; special attention will be given to the case of the
developing countries and countries in transition, be-
cause of their particular circumstances

e To cvaluate the scope for integrating response options,
in particular, with respect to mitigation options on the
basis of information about regional cost functions (Scc-
tion 7.6)

o To analyze to what extent currently available informa-
tion about various options might provide a basis for in-
ternational policy cooperation (Section 7.7)

Sections 7.1 to 7.3 therefore provide the methodological
base; Scctions 7.4 and 7.5 survey the mitigation and adapta-
tion options, and Sections 7.6 and 7.7 deal with response op-
tions and policy application. In this chapter the applicability,
feasibility. and cost-effectiveness of the various response op-
tions are surveyed; however, a macroeconomic effects assess-
ment of the various options has not been carried out here. (See
in this respect also the sections in this report dealing with inte-
grated response options.)

7.2. A Conceptual Framework

Figure 7.1 shows the policy options available to counter
greenhouse warming and their possible feedbacks. The dia-
gram may serve to illustrate that one can basically distinguish
between three strategic categories of options to deal with the

ereenhouse issue:
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Source: After Viner and Hulme (1994).

Figure 7.1: Schematic overview of available options to counter the
greenhouse effect and their possible feedbacks.

(h

Mitigation options (Block A in the figure) are options
that, amongst others, strive to prevent climate chang.
or combat any reinforcement thereof. by reduci